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Chapter 1

Introduction

At present, we know of three fundamental forces which govern the microscopic world:
The electromagnetic, the weak nuclear and the strong nuclear force, all of which can be
accurately described by gauge quantum field theories. The easiest of these is quantum
electrodynamics with Abelian gauge group U(1). The combination of the electromag-
netic and weak nuclear force is described by a non-Abelian gauge theory with (broken)
gauge symmetry SU(2)× U(1). The strong nuclear force, which is responsible for the
formation of quarks into hadrons, is described by quantum chromodynamics (QCD)
which has the colour gauge group SU(3). These theories are combined into the Stan-
dard model of particle physics, which has been tested to great accuracy in scattering
experiments and has recently received another confirmation by the discovery of the
Higgs boson at the Large Hadron Collider. Of course, we know that the Standard
Model is incomplete, as it does not contain gravity or provide candidate particles
which could constitute the dark matter hypothesized in astrophysics. However, also
the theories beyond the Standard model are typically gauge theories.

Despite their fundamental role, our understanding of gauge theories is not as ad-
vanced as one could hope. This concerns both higher-order calculations of scattering
amplitudes as well as an understanding of non-perturbative effects such as the con-
finement of quarks. The consideration of a similar but simpler gauge theory could lead
to novel insights, which might in turn be used to improve our understanding of other
gauge theories such as QCD. This approach has been successful in many branches of
physics. A brillant example is our understanding of atomic spectra which is based on
the exact quantum mechanical solution of the Schrödinger equation for the hydrogen
atom.

The simplicity of a quantum field theory may be connected to its degree of sym-
metry. In this regard, N = 4 supersymmetric Yang-Mills (SYM) theory with gauge
group SU(N) stands out among other four-dimensional gauge theories, as it possesses
maximally extended supersymmetry and a conformal symmetry, which is also present
at the quantum level. The supersymmetry is said to be maximally extended in the
sense that a theory with a higher degree of supersymmetry would necessarily contain
particles of spin s > 1, for which no renormalizable theory is known. With a view
to its high degree of symmetry and the hope that an exact solution could be within
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Chapter 1. Introduction

reach, N = 4 SYM has been called the hydrogen atom of gauge theories.

For example, it has been possible to derive certain tree-level amplitudes for QCD
from the respective amplitudes in N = 4 SYM [1]. The calculation of the scattering
amplitudes in the latter theory is greatly simplified by their superconformal symmetry
and in fact it has been possible to derive all tree-level amplitudes in N = 4 SYM [2].
Apart from the superconformal symmetry, the scattering amplitudes in N = 4 SYM
also possess a higher Yangian symmetry, which has been discussed in [3]. The Yangian
algebra is an infinte-dimensional algebra, which extends the underlying symmetry
algebra. Its appearance is often related to an underlying integrability of the theory. In
the case of N = 4 SYM, integrable structures have been found for different observables,
an important example are the two-point functions of local operators, see [4] for a
review.

But there are more aspects that raise attention towards N = 4 SYM. In 1998, Juan
Maldacena proposed the now famous correspondence between N = 4 SYM and a type
IIB superstring theory on the background space AdS5 × S5 [5]. In a weaker form, the
conjecture is restricted to the so-called planar limit [6], where the rank of the gauge
group SU(N) is sent to infinity, while the ’t Hooft coupling constant λ = g2N is kept
fixed. Interestingly, the conjecture relates a strongly coupled Yang-Mills theory to a
weakly coupled string theory. The correspondence, if it holds, thereby allows to gain
insights into the parts of both theories which are inaccessible to perturbation theory.
Similar dualities for theories with less symmetry have been formulated and applied.
The case of N = 4 SYM is however best tested and understood. For a review see [7]
as well as [4].

The Wilson loop is an interesting observable which can be considered in any gauge
theory. It was first introduced by Kenneth Wilson [8] in the study of the confinement
problem in QCD, where it arises because the calculation of the expectation value of the
Wilson loop over certain contours allows to derive the force between two static quarks.
This computation can be performed to all orders in pure quantum electrodynamics,
providing a derivation of the Coulomb potential. In N = 4 SYM there is a natural
extension of the Wilson loop, which was suggested by Juan Maldacena [9]. The
Maldacena-Wilson loop is in many respects easier to handle than the ordinary Wilson
loop. It has a finite expectation value, which is conformally symmetric and (locally)
invariant under certain linear combinations of the supersymmetry generators. Using
the conformal invariance of the expectation value, it has been possible to derive exact
results for special contours [10]. It also has a dual string description [9], which relates it
to the area of a minimal surface in AdS5. The consideration of scattering amplitudes at
strong coupling [11] has led to the proposal of a duality between scattering amplitudes
and (Maldacena)-Wilson loops1, which has been put forward also at weak coupling
[12].

The combination of this duality with the Yangian symmetry of scattering ampli-
tudes has led to the idea2 that also the Maldacena-Wilson loop possesses a Yangian

1The duality relates scattering amplitudes to light-like loops, for which the Wilson and Maldacena-
Wilson loop agree.

2This idea was jointly developed by J. Plefka and N. Drukker.
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symmetry. This possible higher symmetry of the Maldacena-Wilson loop is studied
in this thesis. We show that a supersymmetric extension of the Maldacena-Wilson
loop, which includes also fermionic fields, indeed exhibits the proposed symmetry.
The results of this thesis have been incorporated in [13], where it is also shown that
the strong coupling description of the Maldacena-Wilson loop is invariant under a
Yangian symmetry. Interestingly, at strong coupling it is not necessary to include
fermionic degrees of freedom.

Outline

Before we embark on the study of the Yangian symmetry of the Maldacena-Wilson
loop, we introduce the necessary preliminaries for this discussion:

In chapter 2 we discuss spinors in four- and ten-dimensional Minkowski space as
well as six-dimensional Euclidean space. The concepts and notation introduced here
will be needed at various instances. The four- and six-dimensional spinor indices
are used in labelling the fields of N = 4 SYM, the ten-dimensional spinors will be
employed in the construction of the action of N = 4 SYM and in the discussion of the
local supersymmetry of the Maldacena-Wilson loop.

In chapter 3 we describe the different symmetries which are applied or studied
in this thesis. We give a brief introduction to conformal symmetry, focusing largely
on the conformal algebra. We also introduce the N = 4 superconformal algebra and
provide a representation in terms of differential operators acting in the superspace em-
ployed in the supersymmetric extension of the Maldacena-Wilson loop. Furthermore,
we discuss the Yangian over a simple Lie algebra.

In chapter 4 we discuss N = 4 supersymmetric Yang-Mills theory. We derive the
action by performing a dimensional reduction from N = 1 supersymmetric Yang-Mills
theory in ten dimensions and briefly discuss its symmetries. We also derive the sclar,
gluon and gluino propagators which are needed to compute the expectation value of
the extended Maldacena-Wilson loop. Furthermore, we discuss scattering amplitudes
and their symmetries in N = 4 SYM.

In chapter 5 we introduce the Maldacena-Wilson loop. For this, we first discuss
Wilson loops in general gauge theories and then show how the Maldacena-Wilson
loop arises by putting a constraint on the ten-dimensional Wilson loop in N = 1

SYM. We show how this constraint is related to supersymmetry and that it leads to
a finite expectation value for well-behaved curves. Furthermore, we discuss the con-
formal symmetry of the expectation value and briefly review the conjectured duality
to scattering amplitudes.

In chapter 6, we then turn to the Yangian symmetry of the Maldacena-Wilson loop.
Building upon the conformal symmetry, we propose a possible level-1 momentum
generator of the Yangian algebra and study whether it is possible to modify it in such
a way that it annihilates the vacuum expectation value of the Maldacena-Wilson loop
to first order in perturbation theory. Although we find that this cannot be done, the
form of the result leads us to construct an extension of the Maldacena-Wilson loop
which includes also the fermion fields of N = 4 SYM. This extension is (to the orders

3



Chapter 1. Introduction

we compute it) entirely fixed by supersymmetry. We then show that the modified
level-1 momentum generator does annihilate the expectation value of the extended
Maldacena-Wilson loop.

An outlook on possible subsequent works will be given in chapter 7.
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Chapter 2

Spinors in Various Dimensions

In this section we will introduce spinors in four, six and ten dimensions. These are
needed in many parts of this thesis, for example to construct the action of N = 4 super-
symmetric Yang-Mills theory by dimensional reduction from N = 1 supersymmetric
Yang-Mills theory in ten dimensions. Apart from introducing our conventions, we also
provide several technical identities. We follow the conventions of [14] and [15]. For
details concerning the derivation of technical identities which are not proven below,
the reader is referred to the latter.

2.1 Four-dimensional Minkowski Space

We consider Minkowski space with the metric ηµν = diag(+1,−1,−1,−1). Four-dimen-
sional Dirac spinors can be written in the following form:

ψ =

(
ψα
ψ̃α̇

)
.

The indices α ∈ {1, 2} and α̇ ∈ {1̇, 2̇} are raised or lowered by contracting with the
two-dimensional epsilon tensors εαβ and εα̇β̇,

ε12 = ε12 = 1 , ε1̇2̇ = ε1̇2̇ = −1 ⇒ εαβ εγβ = δαγ , εα̇β̇ εγ̇β̇ = δα̇γ̇ , (2.1)

in the following way:

ψα = εαβ ψβ , ψα = ψβεβα , ψ̃α̇ = εα̇β̇ ψ̃
β̇ , ψ̃α̇ = ψ̃β̇ε

β̇α̇ . (2.2)

To give a representation of the Clifford algebra in four dimensions, we introduce the
following two bases of hermitian matrices:

σµ α̇β := (1, ~σ) , σµ
αβ̇

:= (1,−~σ) , (2.3)

where ~σ are the Pauli matrices

σ1 =

(
0 1

1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0

0 −1

)
.
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Chapter 2. Spinors in Various Dimensions

The sigma matrices can be identified as follows:

σµ α̇β = εβγ σµ
γδ̇
εδ̇α̇ = σµβα̇ , σµ

αβ̇
= εβ̇γ̇ σ

µ γ̇δ εδα = σµ β̇α .

Furthermore they satisfy the following identity:

σµαγ̇σ
ν γ̇β + σναγ̇σ

µ γ̇β = 2 ηµν δαβ , σµ α̇γσν
γβ̇

+ σν α̇γσµ
γβ̇

= 2 ηµν δα̇
β̇
. (2.4)

Thus the following matrices form a representation of the Clifford algebra:

γµ =

(
0 σµ

αβ̇

σµ α̇β 0

)
, γ5 = iγ0γ1γ2γ3 =

(
1 0

0 −1

)
. (2.5)

This representation is called the chiral representation. In any dimension a representa-
tion of the Clifford algebra induces a representation of the universal cover SL(2,C) of
the Lorentz group SO(1, 3). In the given representation the reducibility of the induced
representation of SL(2,C) is manifest as the generators

γµν := 1
4

[γµ , γν ] = 1
4

(
σµ
αβ̇
σν β̇γ − σν

αβ̇
σµ β̇γ 0

0 σµ α̇βσνβγ̇ − σν α̇βσ
µ
βγ̇

)

are block-diagonal. Of course, the question of reducibility is not related to a concrete
representation of the Clifford algebra. The irreducible representations constituting
the above representation act on the left- and right-handed Weyl spinors(

ψα
0

)
= PLψ = 1

2

(
1+ γ5

)
ψ ,

(
0

ψ̃α̇

)
= PRψ = 1

2

(
1− γ5

)
ψ .

Apart from left- or right-handed Weyl spinors, one often also considers Majorana
spinors1. The Majorana condition can be viewed as a Lorentz invariant reality condi-
tion. To impose such a condition, we need a charge conjugation matrix C(1,3), which
satisfies

C†(1,3)C(1,3) = 1 , C†(1,3)γ
µC(1,3) = − (γµ)

∗
. (2.6)

These properties make sure that the charge conjugated spinor

ψ(c) := C(1,3)ψ

transforms like ψ under Lorentz transformations. To see this, consider the commutator
of C(1,3) with a representation matrix

S [Λ] = exp
(
1
2
ωµνγ

µν
)
.

By (2.6) we have C(1,3)γ
µν = (γµν)

∗
C(1,3) and hence

C(1,3)S [Λ]
∗

= S [Λ]C(1,3) .

1Our discussion follows [16].
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2.1. Four-dimensional Minkowski Space

The charge conjugated spinor then transforms as

ψ(c) → C(1,3)S [Λ]
∗
ψ∗ = S [Λ]C(1,3)ψ

∗ = S [Λ]ψ(c) .

Therefore the Majorana condition

ψ(c) = ψ (2.7)

is Lorentz invariant, meaning that it holds in any frame if it holds in one. A possible
choice for a charge conjugation matrix is the following:

C(1,3) = iγ2 =

(
0 −iσ2

iσ2 0

)
=

(
0 εα̇β̇
εαβ 0

)
. (2.8)

It is easy to see that this satisfies the conditions (2.6). The Majorana condition then
becomes (

ψα
ψ̃α̇

)
=

(
0 εα̇β̇
εαβ 0

)( (ψα)
∗(

ψ̃α̇
)∗) =

((
ψ̃α̇

)∗
(ψα)

∗

)
.

We hence see, that left- or right-handed Weyl spinors cannot satisfy the Majorana con-
dition2. This is not the case for ten-dimensional Minkowski space, where we consider
Majorana-Weyl spinors.

To any four-vector in Minkowski space we can assign a bi-spinor by contracting it
with the sigma matrices introduced above. To be able to translate back and forth be-
tween bi-spinors and four-vectors, the following identities for contractions of spacetime
or spinor indices will be crucial:

σµ
αβ̇
σµ γδ̇ = −2 εαγ εβ̇δ̇ , σµα̇βσµγ̇δ = −2 εβδ εα̇γ̇ , σµαα̇σ

ν αα̇ = 2 ηµν = σµα̇ασ
ν α̇α . (2.9)

The assignment of a bi-spinor to a four vector pµ is given by the following contraction:

pαα̇ := σµαα̇pµ = σµ α̇αpµ =: pα̇α .

This can be inverted making use of (2.9):

pµ = 1
2
σµαα̇pαα̇ = 1

2
σµ α̇αpα̇α , pαα̇ k

αα̇ = 2 pµk
µ . (2.10)

There are different possibilities in defining bi-spinor derivatives. Following [15], we
define them by the translation we use for other Minkowski four-vectors, i.e.:

∂α̇α =
∂

∂xα̇α
:= σµ α̇α

∂

∂xµ
. (2.11)

This definition leads to the following relation:

∂α̇α xβ̇β = 2 δαβ δ
α̇
β̇
. (2.12)

2The Weyl and Majorana conditions are known to be compatible only in d-dimensional Minkowski
space-times for which d ≡ 2 (mod 8).
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Chapter 2. Spinors in Various Dimensions

Note also that in our conventions the chain rule receives a factor of one half:

d

ds
F (x(s)) =

∂F

∂xµ
ẋµ(s) =

1

2

∂F

∂xαα̇
ẋαα̇(s) . (2.13)

We also assign bi-spinors to antisymmetric tensors of rank two. For this, we define:

σµν αβ := i
2

(
σµαδ̇σν γ̇β − σν αδ̇σµ γ̇β

)
εγ̇δ̇ , (2.14)

σµν α̇β̇ := i
2

(
σµ α̇γσν δβ̇ − σν α̇γσµ δβ̇

)
εδγ . (2.15)

Then we assign the following bi-spinors to an antisymmetric tensor Fµν by:

Fαβ := Fµν σ
µν αβ , F α̇β̇ := Fµν σ

µν α̇β̇ . (2.16)

The two bi-spinors associated to Fµν can be related to

Fαα̇ββ̇ := Fµν σ
µαα̇ σν ββ̇

by the following identity:

Fαα̇ββ̇ = i
2
εα̇β̇Fαβ + i

2
εαβF α̇β̇ . (2.17)

As this differs from the one given in [15] we will go through the proof. To check the
above statements, it suffices to contract the equation with the epsilon tensors εαβ and
εα̇β̇. Using the symmetry properties of the bi-spinors defined above, Fαβ = F βα and

F α̇β̇ = F β̇α̇, we have:

εαβ

(
i
2
εα̇β̇Fαβ + i

2
εαβF α̇β̇

)
= iF α̇β̇ , εα̇β̇

(
i
2
εα̇β̇Fαβ + i

2
εαβF α̇β̇

)
= iFαβ .

On the other hand we find

εαβF
αα̇ββ̇ = εαβ Fµν σ

µαα̇ σν ββ̇ = 1
2
Fµν

(
σµαα̇ σν ββ̇ − σν αα̇ σµββ̇

)
εαβ

= i Fµν
i
2

(
σµ α̇α σν ββ̇ − σν α̇α σµββ̇

)
εβα = i F α̇β̇ ,

and in the same way

εα̇β̇F
αα̇ββ̇ = i Fαβ ,

which concludes the proof.
The bi-spinors associated to an antisymmetric tensor via (2.16) are symmetric.

Bi-spinors which do not have this property can be decomposed into a symmetric and
an antisymmetric piece:

Λαβ = Λ(αβ) + Λ[αβ] = Λ(αβ) + C1 εαβ , Λα̇β̇ = Λ(α̇β̇) + C2 εα̇β̇ .

Contracting both sides with εαβ or εα̇β̇ respectively we find the general symmetry
properties:

Λ(αβ) = Λαβ + 1
2
εαβ Λγ

γ , (2.18)

Λ(α̇β̇) = Λα̇β̇ + 1
2
εα̇β̇ Λ γ̇

γ̇ . (2.19)
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2.2. Six-dimensional Euclidean Space

As a direct consequence of (2.9), we find the Fierz identity

ξ̃α̇ ξβ = 1
2
σµ α̇β (ξ̃γ̇σµ γ̇δ ξ

δ) , (2.20)

and the trace identity

1
2

Tr(σµσν) = ηµν . (2.21)

For our further calculations, we also need the following higher trace identities:

1
2

Tr(σµ σν σρ σκ) = ηµν ηρκ + ηνρ ηµκ − ηµρ ηνκ − i εµνρκ , (2.22)
1
2

Tr(σµ σν σρ σκ) = ηµν ηρκ + ηνρ ηµκ − ηµρ ηνκ + i εµνρκ . (2.23)

These identities can be derived similarly to the derivation of trace identities for four-
dimensional gamma matrices. Using the Clifford relation in terms of the sigma ma-
trices (2.4), we have:

Tr(σµ σν σρ σκ) = 2ηµν Tr(σρ σκ)− Tr(σν σµ σρ σκ) =

= 4 (ηµνηρκ − ηµρηνκ + ηµκηνρ)− Tr(σν σρ σκ σµ) .

Using the cyclicity of the trace, we arrive at

Tr(σµ σν σρ σκ) + Tr(σµ σν σρ σκ) = 4 (ηµνηρκ − ηµρηνκ + ηµκηνρ) .

On the other hand, one can easily assure oneself that

Tr(σµ σν σρ σκ)− Tr(σµ σν σρ σκ)

is totally antisymmetric in all indices. A calculation with fixed indices then shows
that

Tr(σµ σν σρ σκ)− Tr(σµ σν σρ σκ) = −4 i εµνρκ .

The combination of these two identities proves (2.22) and (2.23).

2.2 Six-dimensional Euclidean Space

We consider R6 with negative definite metric ηIJ = diag(− , . . . ,−). The reason for
this choice of metric is, that we will later combine this space with four-dimensional
Minkowski space to give the ten-dimensional Minkowski space R(1,9). The gamma
matrices for the six-dimensional Euclidean space can be written as

γ̂I =

(
0 ΣI AB

Σ
I

AB 0

)
, γ̂7 = i

6∏
I=1

γ̂I =

(
1 0

0 −1

)
. (2.24)
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Chapter 2. Spinors in Various Dimensions

Here, I runs from 1 to 6 while the upper or lower indices A,B take values in {1, 2, 3, 4}.
The sigma matrices are defined by

(Σ1AB, . . . ,Σ6AB) = (η1AB, η2AB, η3AB, iη1AB, iη2AB, iη3AB) , (2.25)

(Σ
1

AB, . . . ,Σ
6

AB) = (η1AB, η2AB, η3AB,−iη1AB,−iη2AB,−iη3AB) , (2.26)

where ηi AB and ηi AB denote the ’t Hooft symbols

ηi AB : = εiAB4 + δiAδ4B − δiBδ4A , ηi AB := εiAB4 − δiAδ4B + δiBδ4A . (2.27)

Here, εABCD denotes the four-dimensional epsilon tensor normalised by

ε1234 = ε1234 = 1 .

We note the following contraction:

εDABC ε
DKLM = δKLMABC + δMKL

ABC + δLMK
ABC − δLKMABC − δMLK

ABC − δKML
ABC . (2.28)

Note also, that the sigma matrices are antisymmetric. In terms of the sigma matrices
the Clifford relation, γ̂I γ̂J + γ̂J γ̂I = −2δIJ 1, takes the following form:

ΣI AB Σ
J

BC + ΣJ AB Σ
I

BC = −2 δIJ δAC , Σ
I

AB ΣJ BC + Σ
J

AB ΣI BC = −2 δIJ δCA . (2.29)

Proving the above involves a straightforward but lengthy calculation.
Similar to the four-dimensional case, we assign (4×4)-matrices to a vector φI ∈ R6

by the prescription

φAB := 1√
2
ΣI ABφI , φAB := 1√

2
Σ
I

ABφ
I . (2.30)

These matrices are related by

φAB = 1
2
εABCD φ

CD , φAB = 1
2
εABCD φCD .

For the scalar product we find the following identity:

XABY AB = XABY
AB = −2XIYI . (2.31)

In our later calculations we will need the following identity for a unit vector nI satis-
fying nInI = −1:

nAB n
CB = 1

2
δCA . (2.32)

The proof of this can be reduced to using the Clifford relation (2.29),

nAB n
CB = 1

2
Σ
I

AB ΣJ CB nI nJ = − 1
4

(
Σ
I

AB ΣJ BC + Σ
J

AB ΣI BC
)
nI nJ

= 1
2
δCA δ

IJ nI nJ = 1
2
δCA .
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2.3. Ten-dimensional Minkowski Space

2.3 Ten-dimensional Minkowski Space

We consider R(1,9) with the metric ηMN = diag(+ , − , . . . , −). A representation of the
Clifford algebra can be constructed from the respective representations we have used
for the six-dimensional Euclidean space and the four-dimensional Minkowski space.
It takes the following form:

ΓM =

{
18 ⊗ γµ for M = µ ∈ {0, 1, 2, 3}
γ̂I ⊗ γ5 for M = I + 3 ∈ {4, 5, 6, 7, 8, 9}

, Γ11 = γ̂7 ⊗ γ5 .

Using the Clifford relations in four and six dimensions, one easily shows that the above
matrices satisfy {ΓM , ΓN} = 2 ηMN . The spinors in C32 ' C8 ⊗ C4 can be written in a
similar way as

ξ =

(
ξA

ξA

)
⊗
(
ξα
ξ̃α̇

)
. (2.33)

Note however, that this is not the most general form of an element of C32, as not
every element of a tensor product space can be written as the tensor product of two
vectors. To avoid writing linear combinations of vectors, we will write the spinors in
the following form:

ξ =
(
ξAα , ξ̃

A α̇ , ξAα , ξ̃
α̇
A

)T
.

How to multiply the gamma matrices with these spinors can be read off from (2.33)
and it is actually clear by the position of the indices. However, let us be very explicit
and write out how an arbitrary matrix

A :=

(
AAB BAB

CAB D B
A

)
⊗
(
a β
α bαβ̇
cα̇β dα̇β

)
acts on such a spinor. From

A

[(
ξB

ξB

)
⊗

(
ξβ
ξβ̇

)]
=

(
AABξ

B +BABξB
CABξ

B +D B
A ξB

)
⊗

(
a β
α ξβ + bαβ̇ ξ̃

β̇

cα̇βξβ + dα̇
β̇
ξ̃β̇

)

we read off that

A


ξBβ
ξ̃B β̇

ξB β

ξ̃β̇B

 =


AAB

(
a β
α ξBβ + bαβ̇ ξ̃

B β̇
)

+BAB
(
a β
α ξB β + baβ̇ ξ̃

β̇
B

)
AAB

(
cα̇βξBβ + dα̇

β̇
ξ̃B β̇

)
+BAB

(
cα̇βξB β + dα̇

β̇
ξ̃β̇B
)

CAB
(
a β
α ξBβ + bαβ̇ ξ̃

B β̇
)

+D B
A

(
a β
α ξB β + baβ̇ ξ̃

β̇
B

)
CAB

(
cα̇βξBβ + dα̇

β̇
ξ̃B β̇

)
+D B

A

(
cα̇βξB β + dα̇

β̇
ξ̃β̇B
)

 .

For the ten-dimensional N = 1 gauge theory, we will need Majorana-Weyl spinors
in ten dimensions. A left-handed Weyl spinor satisfies the following condition:

Γ11ξ =
(
ξAα , −ξ̃A α̇ , −ξAα , ξ̃α̇A

)T
= ξ .

11



Chapter 2. Spinors in Various Dimensions

Thus, a left-handed Weyl-spinor has the form

ξ =
(
ξAα , 0 , 0 , ξ̃α̇A

)T
.

For the Majorana condition we need to define a charge conjugation matrix C1, 9 satis-
fying ΓMC1, 9 = −C1, 9 (ΓM)

∗
. A possible choice is

C1, 9 =

(
0 14

14 0

)
⊗ C1, 3 , where C1, 3 = i γ2 =

(
0 −ε
ε 0

)
. (2.34)

The Majorana condition C1, 9ξ
∗ = ξ takes the following form for a left-handed Weyl

spinor (note (2.1) for signs):

C1, 9 ξ
∗ =

(
εα̇β̇ ξ̃

β̇
A , 0 , 0 , εαβ ξAβ

)T
= ξ . (2.35)

This imposes the restrictions (ξ̃A α̇)∗ = ξAα and (ξAα)∗ = ξ̃α̇A. The 32 complex degrees of
freedom of a Dirac spinor in ten dimensions are hence reduced to 16 real degrees of
freedom for a Majorana-Weyl spinor in ten dimensions.

The conjugate spinor is as usual defined by ξ := ξ†Γ0. In order to perform the
dimensional reduction from N = 1 gauge theory in ten dimensions to N = 4 gauge
theory in four dimensions, we are interested in writing out the expression ξ ΓM Ψ in
terms of the components of ξ and Ψ. We note that

ξ† =
(
ξ̃A α̇ , 0 , 0 , ξAα

)
.

For M = µ ∈ {0, 1, 2, 3} we have

Γ0ΓµΨ =
(
18 ⊗ γ0γµ

)
Ψ =

(
σµ α̇βψAβ , 0 , 0 , σµ

αβ̇
ψ̃β̇A

)T
.

Hence we have

ξ Γµ Ψ = ξ̃A α̇ σ
µ α̇β ψAβ + ξAα σµ

αβ̇
ψ̃β̇A . (2.36)

For M = I + 3 ∈ {4, , . . . , 9}, we get

Γ0 ΓI+3 Ψ =
(
γ̂I ⊗ γ0γ5

)
Ψ =

(
−ΣI AB ψ̃α̇B , 0 , 0 , Σ

I

AB ψ
B
α

)
,

from which we conclude that

ξ ΓI+3 Ψ = −ξ̃A α̇ ΣI AB ψ̃α̇B + ξAα Σ
I

AB ψ
B
α . (2.37)
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Chapter 3

Symmetries

Symmetry has served as an important guiding principle in the construction of new
theories or objects as well as a powerful tool to perform calculations otherwise impos-
sible. In this chapter, we discuss the different symmetry transformations and algebras
which are applied in this thesis.

3.1 Conformal Symmetry

We begin by introducing the conformal transformations of Minkowski space R(1,3). We
focus on infinitesimal conformal transformations, deriving the Lie algebra so(2, 4) of
the conformal group, but also give the form of large conformal transformations and
comment on the notion of the conformal group. The background for this concerning
differential geometry may be found in [17], the discussion of the conformal group and
algebra is based on [18] as well as [19].

The concept of conformal transformations enhances the notion of isometries. While
an isometry preserves scalar products, conformal transformations change the scale
leaving only the angle between two vectors invariant. As it will turn out that certain
conformal transformations cannot be defined on the whole Minkowski space, we will
consider an open subset U ⊂ R(1,3) of Minkowski space in the definition of them.
We then define a conformal transformation of Minkowski space to be a smooth map
f : U → R(1,3) which satisfies f∗η = e2ση, or equivalently

∂f(x)ρ

∂xµ
∂f(x)σ

∂xν
ηρσ = e2σ(x) ηµν ∀x ∈ U , (3.1)

where σ : U → R is a smooth function. In finding all conformal transformations
it can be helpful to consider the vector fields which generate them. Vector fields
generate transformations in the following sense: To each vector field we can assign
integral curves, whose tangent vectors are given by the vector field. We will denote
the maximal integral curve to the vector field X through a given point x0 by γXx0

(τ).
This curve satisfies

γXx0
(0) = x0 , γ̇Xx0

(τ) = X(γXx0
(τ)) ∀ τ ∈ Ix0

. (3.2)

13



Chapter 3. Symmetries

Here, Ix0
denotes the maximal interval to which the solution of the ordinary differential

equation (3.2) can be extended. This allows us to define the flow which the vector field
X generates. The space on which the flow can be defined is related to the maximal
intervals defined above,

D :=
{

(τ, x0) ∈ R× R(1,3)|τ ∈ Ix0

}
.

The flow of the vector field X is then the smooth map σX : D → R(1,3) defined by

σX(τ, x0) = γXx0
(τ) , ∀ (τ, x0) ∈ D .

For fixed τ the flow gives rise to a diffeomorphism between open subsets of Minkowski
space. Vector fields for which these diffeomorphisms are conformal transformations
are called conformal Killing fields. One can show that these vector fields satisfy
the conformal Killing equation LXη = 1

2
(∂µX

µ) η, which has the following coordinate
expression in Minkowski space:

∂µXν + ∂νXµ = 1
2

(∂ρX
ρ) ηµν .

On general grounds it is clear that the set of vector fields satisfying the conformal
Killing equation forms a Lie algebra with the Lie bracket given by the vector field
commutator. We will call this Lie algebra the conformal algebra.

Finding the most general solution of the conformal Killing equation allows to derive
all conformal transformations of Minkowski space which are continuously connected
to the identity. One can show that any conformal Killing field can be expressed in
the following way:

X(x) =
(
aµPµ(x) + 1

2
ωµνMµν(x) + sD(x) + cµKµ(x)

)
.

Here, we defined the following basis of the conformal algebra:

Pµ(x) = ∂µ , Mµν(x) = (xµ∂ν − xν∂µ) , (3.3)

D(x) = xµ∂µ , Kµ(x) =
(
x2ηµν − 2xµxν

)
∂ν . (3.4)

The vector fields P µ and Mµν generate translations and Lorentz transformations and
form the Lie algebra of the Poincaré group. The conformal algebra is given by the
following commutators:

[Mµν ,Mρσ] = ηµσMνρ + ηνρMµσ − ηµρMνσ − ηνσMµρ

[Pµ, Pν ] = 0 [Mµν , Pλ] = ηνλPµ − ηµλPν
[D,Pµ] = −Pµ [D,Kµ] = Kµ

[D,Mµν ] = 0 [Mµν ,Kρ] = ηνρKµ − ηµρKν

[Pµ,Kν ] = 2Mµν − 2ηµν D [Kµ,Kν ] = 0

(3.5)

One can show that the Lie algebra given by the above relations is isomorphic to the
Lie algebra so(2, 4). For this reason, we will refer to the conformal algebra as so(2, 4).

14



3.2. N = 4 Superconformal Symmetry

We now turn to the discussion of large conformal transformations. The vector-
field D generates dilatations, x 7→ e2sx. The vector fields Kµ generate so-called special
conformal transformations,

Kc(x) =
x+ x2c

1 + 2c · x+ c2x2
. (3.6)

Both statements may be checked upon expanding the transformation for small s or
c respectively. In dealing with special conformal transformations, it can be helpful
to know that they may be expressed as the composition of two inversions and a
translation. The inversion map is given by

S(x) =
x

x2
.

The special conformal transformation Kc can then be expressed as

Kc = S ◦ Tc ◦ S ,

where Tc denotes a translation by c. From (3.6) we infer that special conformal trans-
formations become singular at a light cone centered at −c/c2. Hence they are not
well-defined on the whole Minkowski space. To have globally well-defined conformal
transformations, one can define a conformal compactification of Minkowski space, on
which the conformal transformations can be analytically continued to become diffeo-
morphisms. One can show that the group of diffeomorphisms so defined is isomorphic
to the group SO(2, 4)/{±1}. For details concerning this construction the reader is
referred to [18].

3.2 N = 4 Superconformal Symmetry

In this section, we discuss the N = 4 supersymmetric extension of the conformal
algebra so(2, 4). For a general introduction to supersymmetry, the reader is referred
to [20] or [21], which gives many explicit calculations. A more formal introduction to
Lie super algebras may be found in [22]. An interesting account of superconformal
algebras can be found in [23] as well as [24].

The commutation relations of the superconformal algebra can be written in a more
compact way, if we write the generators of the conformal algebra as bispinors,

Pαα̇ = σµαα̇ Pµ , Kαα̇ = σµαα̇Kµ , Mαβ = σµναβMµν , M α̇β̇ = σµν
α̇β̇
Mµν .

15



Chapter 3. Symmetries

The commutation relations of these generators are given by:[
Mαβ , Mγδ

]
= −2i (εαγMβδ + εαδMβγ + εβγMαδ + εβδMαγ)[

M α̇β̇ , M γ̇δ̇

]
= 2i

(
εα̇γ̇M β̇δ̇ + εα̇δ̇M β̇γ̇ + εβ̇γ̇M α̇δ̇ + εβ̇δ̇M α̇γ̇

)[
Mαβ , M α̇β̇

]
= 0

[
Pαα̇ , Pββ̇

]
= 0

[
Kαα̇ , Kββ̇

]
= 0[

Mαβ , Pγγ̇

]
= −2i (εαγPβγ̇ + εβγPαγ̇)

[
Mαβ , Kγγ̇

]
= −2i (εαγKβγ̇ + εβγKαγ̇)[

M α̇β̇ , Pγγ̇

]
= −2i

(
εα̇γ̇Pγβ̇ + εβ̇γ̇Pγα̇

) [
M α̇β̇ , Kγγ̇

]
= −2i

(
εα̇γ̇Kγβ̇ + εβ̇γ̇Kγα̇

)[
Pαα̇ , Kββ̇

]
= iεαβM α̇β̇ + iεα̇β̇Mαβ + 4 εαβ εα̇β̇D

(3.7)

The dilatation generator D satisfies the commutation relations

[D , J ] = dim(J) J ,

thus assigning dimensions to the other generators of the conformal group. We have

dim(K) = 1 , dim(M) = dim(M) = 0 , dim(P ) = −1 . (3.8)

The conformal algebra is augmented by sixteen supercharges Qα
A and Q

A α̇
, which

satisfy the key commutation relation of supersymmetry1,{
Qα
A , Q

B α̇
}

= 2i δBA P
αα̇ . (3.9)

We consider an extension without central charges ZAB:{
Qα
A , Q

β
B

}
= 0 ,

{
Q
A α̇

, Q
B β̇
}

= 0 . (3.10)

The supersymmetry generators are spinors transforming in the left- or right-handed
representation of SL(2,C) respectively,[

Mαβ , QAγ

]
= −2i (εαγ QAβ + εβγ QAα) ,

[
M α̇β̇ , QAγ

]
= 0 , (3.11)[

M α̇β̇ , Q
A

γ̇

]
= −2i

(
εα̇γ̇ Q

A

β̇ + εβ̇γ̇ Q
A

α̇

)
,

[
Mαβ , Q

A

γ̇

]
= 0 . (3.12)

Furthermore, they have half the dimension of P ,

dim(Q) = dim(Q) = −1

2
. (3.13)

Additionally there are sixteen superconformal generators SAα and SA α̇, which follow
from the commutation relations[

Kαα̇ , Q
β
A

]
= 2 δβα SA α̇ ,

[
Kαα̇ , Q

A β̇
]

= 2 δβ̇α̇ S
A
α . (3.14)

1The conventional factor of 2i is chosen to match the commutator of the supersymmetry field
transformations, which will be introduced in chapter 4.
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3.2. N = 4 Superconformal Symmetry

They satisfy a relation analogous to (3.9):{
SAα , SB α̇

}
= −2i δABKαα̇ . (3.15)

Thus they have half the dimension of K,

dim(S) = dim(S) =
1

2
. (3.16)

Also the superconformal generators S and S transform in the respective representation
of SL(2,C),[

Mαβ , S
A
γ

]
= −2i

(
εαγ S

A
β + εβγ S

A
α

) [
M α̇β̇ , S

A
γ

]
= 0 (3.17)[

M α̇β̇ , SA γ̇

]
= −2i

(
εα̇γ̇ SA β̇ + εβ̇γ̇ SA α̇

) [
Mαβ , SA γ̇

]
= 0 (3.18)

Furthermore, we have the commutation relations:[
Pαα̇ , SAβ

]
= 2 δαβ Q

A α̇
[
Pαα̇ , SA β̇

]
= 2 δα̇

β̇
Qα
A (3.19){

Q
A α̇

, SBα

}
= 0

{
Qα
A , SB α̇

}
= 0 (3.20){

Qα
A , S

B
β

}
= δBA M

α
β + δαβ R

B
A + 2i δBA δ

α
β (D + C) (3.21){

Q
A α̇

, SBβ̇

}
= −δABM

α̇

β̇ − δα̇β̇ R
A
B + 2i δAB δ

α̇
β̇

(D − C) (3.22)

Here, we introduced the central charge C, which commutes with all generators of
the superconformal algebra, and the R-symmetry generators RA

B. There are only
15 linearly independent R-symmetry generators as

∑
AR

A
A = 0. They generate the

R-symmetry group SU(4), which transforms the different supercharges into another.
The generators satisfy the following canonical commutation relations:[

RA
B , Q

α
C

]
= 4i δAC Q

α
B − i δAB Qα

C

[
RA

B , Q
C α̇
]

= −4i δCB Q
A α̇

+ i δAB Q
C α̇

(3.23)[
RA

B , SC α̇

]
= 4i δAC SB α̇ − i δAB SC α̇

[
RA

B , S
C
α

]
= −4i δCB S

A
α + i δAB S

C
α (3.24)[

RA
B , R

C
D

]
= 4i δAD R

C
B − 4i δCB R

A
D (3.25)

In a super Poincaré algebra, the R-symmetry is an outer automorphism of the algebra,
which may or may not be a symmetry of the action. For a superconformal algebra
however, the relation (3.21) shows that the generators of the R-symmetry are elements
of the algebra and hence they have to be symmetries of the action as well [23].

The N = 4 superconformal algebra described here is called su(2, 2|4). As the cen-
tral charge C commutes with all generators, it is possible to consider representations
where C = 0. In this case, the resulting Lie super algebra is called psu(2, 2|4). For a
representation of the superconformal algebra in terms of complex (4|4) supermatrices,
the reader is referred to [25]. The supermatrix representation also clarifies the naming
of the algebra.
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Chapter 3. Symmetries

In the discussion of the supersymmetric extension of the Maldacena-Wilson loop,
we will need a representation of the superconformal algebra in terms of differential
operators acting in a non-chiral superspace spanned by the variables(

xαα̇ , θ
A
α , θ̄A α̇

)
.

For the Graßmann odd coordinates θAα and θ̄A α̇ we define the following derivatives:

∂

∂θAα
θBβ = δBA δ

α
β ,

∂

∂θ̄A α̇
θ̄B β̇ = δAB δ

α̇
β̇
. (3.26)

As before, we define the derivatives to obey the same transformation rules as the other
spinors, which is reflected in the following derivatives:

∂

∂θAα
θB β = −δBA δβα ,

∂

∂θ̄α̇A
θ̄β̇B = −δAB δ

β̇
α̇ . (3.27)

A representation of the superconformal algebra in a chiral superspace has been given
in [3]. However, when extending this representation to include the variables θ̄A α̇ one
finds it impossible to obtain the commutation relations of the superconformal algebra.
Rather, we need to introduce another bosonic variable y B

A , where A and B take values
in {1, 2, 3, 4}. For this, we define the derivative

∂y B
A

∂y D
C

= δCA δ
B
D . (3.28)

We will now give the explicit form of the generators of the superconformal algebra
satisfying the commutation relations stated above. To write the generators in a more
compact form, we introduce the following abbreviations:

∂αA =
∂

∂θAα
, ∂A α̇ =

∂

∂θ̄A α̇
, ∂ A

B =
∂

∂y B
A

.

The generators of the superconformal algebra su(2, 2|4) are then given by:

Mαβ = 2i xγ̇(α∂
γ̇

β) + 4i θA(α∂β)A M α̇β̇ = 2i xγ(α̇∂β̇)γ − 4i θ̄A (α̇∂
A
β̇)

(3.29)

D = 1
2
xαα̇∂

αα̇ + 1
2
θBβ ∂

β
B + 1

2
θ̄B β̇∂

B β̇ Pαα̇ = ∂αα̇ (3.30)

Kαα̇ = −xαγ̇xα̇γ∂γγ̇ − 2xα̇γθ
C
α ∂

γ
C − 2xαγ̇ θ̄C α̇∂

C γ̇ + 4iθAα θ̄B α̇∂
B

A (3.31)

Qα
A = −∂αA + y B

A ∂αB + iθ̄A α̇∂
αα̇ Q

A α̇
= ∂A α̇ + y A

B ∂B α̇ − iθAα∂αα̇ (3.32)

SAα =
(
δAB + y A

B

) (
xαγ̇∂

B γ̇ + 2iθCα ∂
B

C

)
− ixαγ̇θAβ ∂βγ̇ − 2iθAβ θ

C
α ∂

β
C (3.33)

SA α̇ =
(
−δBA + y B

A

) (
xα̇γ∂

γ
B − 2i θ̄D α̇∂

D
B

)
+ ixα̇γ θ̄A β̇∂

γβ̇ + 2iθ̄A β̇ θ̄C α̇∂
C β̇ (3.34)

R′AB = 2i
(
−δDB + y D

B

) (
δAC + y A

C

)
∂ C
D + 2i

(
−δCB + y C

B

)
θAγ δ

γ
C

+ 2i
(
δAC + y A

C

)
θ̄B α̇∂

C α̇ + 2θ̄B α̇θ
A
α∂

αα̇

RA
B = R′AB − 1

4
δAB R

′C
C (3.35)

C = 1
4

(
θDα ∂

α
D − θ̄C α̇∂C α̇ + iθAα θ̄A α̇∂

αα̇ − ∂ A
A

+ y B
A θAα∂

α
B + y B

A θ̄B α̇∂
A α̇ + y C

A y B
C ∂ A

B

)
(3.36)
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3.3. Yangian Symmetry

3.3 Yangian Symmetry

The Yangian Y (g) over a simple Lie algebra g was first introduced by Drinfeld in
[26]. In this chapter we will introduce it in a way which is known as Drinfeld’s first
realization of the Yangian. Our discussion is based on [27] as well as [28]. In appendix
B, we provide the algebraic preliminaries which are needed in this section.

In the construction of the Yangian algebra, we start with a simple Lie algebra g

spanned by the generators {J (0)
a } satisfying[

J (0)
a , J

(0)
b

]
= f c

ab J (0)
c . (3.37)

Additionally, we consider a second set of generators {J (1)
a }, a = 1 , . . . , dim(g) and we

define commutation relations between the J (0)
a and the J (1)

a :[
J (0)
a , J

(1)
b

]
= f c

ab J (1)
c . (3.38)

If one interprets the above commutator as the definition of a representation of g on
span{J (1)

a }, one reads off from (3.38) that the {J (1)
a } transform in the adjoint represen-

tation of g. Note that we have not defined a Lie algebra structure on g ⊕ span{J (1)
a }

as we did not specify commutation relations between the {J (1)
a }. The Yangian Y (g) is

now defined to be the enveloping algebra of g⊕ span{J (1)
a }, such that[

J (0)
a , J

(0)
b

]
= f c

ab J (0)
c ,

[
J (0)
a , J

(1)
b

]
= f c

ab J (1)
c , (3.39)[

J (1)
a ,

[
J

(1)
b , J (0)

c

]]
−
[
J (0)
a ,

[
J

(1)
b , J (1)

c

]]
= α2 a deg

abc

{
J

(0)
d , J (0)

e , J (0)
g

}
. (3.40)

The last equation is sometimes referred to as the Serre relation. For g = su(2) it is
trivially satisfied and needs to be replaced by another relation, which is otherwise
implied, see [27]. Let us explain the notation in the above equations. The enveloping
algebra Y (g) is an associative algebra with unit and we omit writing out the algebra
product explictly,

mY (g) (x⊗ y) =: xy for x, y ∈ Y (g) . (3.41)

Also, we define the commutator on Y (g) as usual by [x , y] := xy − yx. Furthermore,
we have a one-to-one map i : g ⊕ span{J (1)

a } → Y (g) and to shorten our notation, we
write J (0)

a = i(J (0)
a ) , J (1)

a = i(J (1)
a ). Equation (3.39) is then just the statement, that the

enveloping algebra should be such that i preserves the structure we have defined on
g⊕ span{J (1)

a }. In (3.40), we used the following definitions2:

a deg
abc : = f d

ar f e
bs f g

ct f rst , (3.42){
J

(0)
d , J (0)

e , J (0)
g

}
: = J

(0)
d J (0)

e J (0)
g + J (0)

e J (0)
g J

(0)
d + J (0)

g J
(0)
d J (0)

e

+ J (0)
e J

(0)
d J (0)

g + J
(0)
d J (0)

g J (0)
e + J (0)

g J (0)
e J

(0)
d . (3.43)

2See appendix A for our conventions on index raising and lowering.
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The constant α ∈ C is arbitrary.
One can define a Hopf algebra structure on Y (g) by setting

∆(J (0)
a ) = J (0)

a ⊗ 1+ 1⊗ J (0)
a , ε(J (0)

a ) = 0 , (3.44)

∆(J (1)
a ) = J (1)

a ⊗ 1+ 1⊗ J (1)
a +

α

2
f cb
a J

(0)
b ⊗ J (0)

c , ε(J (1)
a ) = 0 , (3.45)

s(J (1)
a ) = −J (1)

a +
α

2
f cb
a J

(0)
b J (0)

c , s(J (0)
a ) = −J (0)

a . (3.46)

Additionally, we set

∆(1) = 1⊗ 1 , ε(1) = 1 , s(1) = 1 . (3.47)

At this point, we have only defined how ∆ , ε and s act on the generators J (0)
a and J (1)

a .
For elements of Y (g) which are given as linear combinations of products of the J (0)

a

and J (1)
a , the action of coproduct, counit and antipode are defined by the requirement

that these maps be linear algebra morphisms. The constraints (3.39) and (3.40) are
designed in such a way that this can be done consistently, see also [29]. In [30] it is
shown in detail that when (3.39) are enforced, we also need to require (3.40) in order
for the coproduct to become an algebra morphism. If one has established, that both
∆ and ε are algebra morphisms, it is sufficient to check the defining properties of a
Hopf algebra on a set that generates this Hopf algebra, in our case {J (0)

a , J (1)
a }. It is

then easy to go through the properties listed in appendix B. The antipode s should
satisfy the relation

(m ◦ (id⊗ s) ◦∆) (J (1)
a ) = (u ◦ ε) (J (1)

a ) = 0 . (3.48)

This can easily be seen from an explicit calculation using the definitions (3.44) - (3.46):

(m ◦ (id⊗ s) ◦∆) (J (1)
a ) = (m ◦ (id⊗ s))

(
J (1)
a ⊗ 1+ 1⊗ J (1)

a +
α

2
f cb
a J

(0)
b ⊗ J (0)

c

)
= m

(
J (1)
a ⊗ 1− 1⊗ J (1)

a +
α

2
f cb
a 1⊗ J (0)

b J (0)
c −

α

2
f cb
a J

(0)
b ⊗ J (0)

c

)
= 0 .

The coassociativity of the coproduct is also checked easily:

((∆⊗ id) ◦∆) (J (1)
a ) = (∆⊗ id)

(
J (1)
a ⊗ 1+ 1⊗ J (1)

a +
α

2
f cb
a J

(0)
b ⊗ J (0)

c

)
= J (1)

a ⊗ 1⊗ 1+ 1⊗ J (1)
a ⊗ 1+ 1⊗ 1⊗ J (1)

a

+
α

2
f cb
a

(
J

(0)
b ⊗ 1⊗ J (0)

c + 1⊗ J (0)
b ⊗ J (0)

c + J
(0)
b ⊗ J (0)

c ⊗ 1
)

= ((id⊗∆) ◦∆) (Ja) .

The other relations can be checked similarly.
The Yangian Y (g) can be thought of as a graded algebra spanned by a set of

generators {J (0)
a , J (1)

a , J (2)
a , . . .}. The superscripts denote the level of the generators,

deg(J (0)
a ) = 0 , deg(J (1)

a ) = 1 .
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Higher-grade elements may be constructed from the commutators of lower-grade el-
ements. In this regard, (3.40) can be viewed as a constraint on the construction of
them. If we define a grade-two element by

J (2)
a :=

1

cA
f bc
a

[
J (1)
c , J

(1)
d

]
,

the commutator of the level-1 generators can be reexpressed as[
J

(1)
b , J (1)

c

]
= f d

bc J
(2)
d +Xbc , where f bc

a Xbc = 0 .

Imposing (3.40) then uniquely determines Xbc, see [27].
Yangian symmetries have been encountered in many different contexts. In the

case of multi-site spaces, the level zero and one generators are given by3:

J (0)
a =

n∑
i=1

Ja, i , (3.49)

J (1)
a =

∑
i<j

f bc
a Jc, i Jb, j +

n∑
k=1

ck Ja, k , (3.50)

Here, the Ja ,i form a representation of the Lie algebra g. The Yangian symmetry
generators for tree-level scattering amplitudes [3] are of this type. The generators we
will consider can be thought of as a continuum limit of the above generators. Formally,
they are more similar to the Yangian symmetry generators encountered in the study
of two-dimensional integrable field theories, which have the form

J (0)
a =

∫ ∞
−∞

dx j0 a(x) , J (1)
a =

∫ ∞
−∞

dx j1 a(x) + f bc
a

∫
x<y

dx dy j0 c(x) j0 b(y) . (3.51)

Here, jµ(t, x), µ = 0, 1, is a Lie algebra valued current with components jµa, jµ = jµaT
a,

which satisfies

∂µjµ = 0 , ∂0j1 − ∂1j0 + [j0 , j1] = 0 . (3.52)

More details can be found in [27] and references therein.

3We follow [28] and set α = 1. Consider also [31] for an explanation of the structure of these
generators.
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Chapter 4

N = 4 Supersymmetric Yang-Mills
Theory

In this chapter, we introduce N = 4 supersymmetric Yang-Mills theory, which is
interesting in many respects: It is the most symmetric four-dimensional gauge theory
possessing N = 4 superconformal symmetry also at the quantum level. A theory with
N > 4 would necessarily contain particles with spin s > 1, for which no renormalizable
theory is known. In this sense, the degree of supersymmetry is maximal for N = 4

SYM. It is also the corresponding gauge theory in the most prominent example of
the AdS/CFT correspondence, which connects it to a type IIB superstring theory on
AdS5 × S5.

We derive the action of N = 4 SYM by considering a dimensional reduction from
a ten-dimensional N = 1 supersymmetric Yang-Mills theory to four dimensions and
briefly describe the symmetries of the action. This way of deriving the action of
N = 4 SYM was first described in [32]. The Feynman rules of N = 4 SYM will not be
needed in this thesis, as the computation of the expectation value of the Maldacena-
Wilson loop to first order in perturbation theory only requires the knowledge of the
propagators. We derive them in section 4.2.

As the Yangian symmetry of scattering amplitudes is a key motivation for this
thesis, we will shortly discuss them in section 4.3. This is also of interest for us
because the Yangian generators found for the Maldacena-Wilson loop are structurally
similar to those for the scattering amplitudes.

4.1 Derivation of the Action

The field content of N = 1 supersymmetric Yang-Mills theory in ten dimensions is
given by the gauge field AM and a Majorana-Weyl spinor Ψ. All fields are Lie-algebra
valued in su(N), and we expand them as

Ψ = Ψa T a , AM = AaMT
a .

For the basis {T a} of su(N), we fix the following convention:

Tr
(
T aT b

)
= 1

2
δab . (4.1)
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Chapter 4. N = 4 Supersymmetric Yang-Mills Theory

The field strength and covariant derivative are given by1:

FMN = ∂MAN − ∂NAM − i [AM , AN ] , (4.2)

DMΨ = ∂MΨ− i [AM , Ψ] . (4.3)

The action of N = 1 supersymmetric Yang-Mills theory in ten dimensions reads:

S =
1

g210

∫
d10xL10 =

1

g210

∫
d10xTr

(
− 1

2
FMNF

MN + iΨ ΓMDMΨ
)
. (4.4)

It is invariant under the gauge transformations

AM → U(x) (AM + i ∂M)U(x)† , Ψ→ U(x)ΨU(x)† , (4.5)

and the supersymmmetry transformations

δεΨ = i
2
FMN ΓMNε , δεAM = −i εΓMΨ . (4.6)

Here, ε is a constant Majorana-Weyl spinor and ΓMN := i
2

[ΓM , ΓN ]. The invariance
of the action under the above transformations is shown in [15].

For the dimensional reduction, we demand that the fields AM and Ψ only depend
on the first four coordinates xµ ∈ R(1,3) ⊂ R(1,9), i.e. that

∂MAN = 0 = ∂MΨ for M ∈ {4 , 5 , . . . , 9} . (4.7)

Furthermore, we prescribe:

φI := AI+3 for I ∈ {1 , 2 , . . . , 6} . (4.8)

This allows us to write the Lagrangian density in terms of the fields Aµ, φI , ψAα and
ψ̃α̇A. For the bosonic fields we can rewrite:

− 1
2
FMNF

MN = − 1
2
FµνF

µν − Fµ , I+3F
µ , I+3 − 1

2
FI+3 , J+3F

I+3 , J+3 .

Using the prescriptions for the dimensional reduction, we have

Fµ , I+3 = ∂µΦI − i [Aµ , φI ] = DµφI , FI+3 , J+3 = −i [φI , φJ ] .

Thus it follows that

− 1
2
FMNF

MN = − 1
2
FµνF

µν + 1
2

(
DµφAB

) (
DµφAB

)
+ 1

8

[
φAB , φCD

] [
φAB , φCD

]
. (4.9)

For the fermionic fields, we employ (2.36) to rewrite:

ΨΓµDµΨ = ψ̃A α̇ σ
µ α̇βDµ ψ

A
β + ψAα σµ

αβ̇
Dµ ψ̃

β̇
A = ψ̃A α̇ σ

µ α̇βDµ ψ
A
β −

(
Dµψ̃A α̇

)
σµ α̇β ψAβ .

1In the conventions chosen here, the fields have classical (mass) dimensions [A] = 1 and [Ψ] = 3/2,
while the Yang-Mills coupling constant g10 has dimension [g10] = −3.
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4.1. Derivation of the Action

When considering the action we may perform an integration by parts on the second
term. This is also possible for the covariant derivative as

Tr
([
Aµ , ψ̃A α̇

]
ψAβ

)
= Aaµ ψ̃

b
A α̇ψ

Ac
β Tr

([
T a , T b

]
T c
)

= −Aaµ ψ̃bA α̇ψAcβ Tr
(
T b [T a , T c]

)
= −Tr

(
ψ̃A α̇

[
Aµ , ψ

A
β

])
.

Hence we have: ∫
d4xTr

(
Ψ ΓµDµΨ

)
=

∫
d4xTr

(
2 ψ̃A α̇ σ

µ α̇βDµ ψ
A
β

)
.

For M = I + 3 ∈ {4, , . . . , 9}, we apply (2.37), which yields

Ψ ΓI+3DI+3 Ψ = −ψ̃A α̇ ΣI ABDI+3 ψ̃
α̇
B + ψAα Σ

I

ABDI+3 ψ
B
α

= i ψ̃A α̇ ΣI AB
[
φI , ψ̃

α̇
B

]
− i ψAα Σ

I

AB

[
φI , ψ

B
α

]
= −
√

2 i ψ̃A α̇

[
φAB , ψ̃α̇B

]
+
√

2 i ψAα
[
φAB , ψ

B
α

]
. (4.10)

Hence, the action of N = 4 supersymmetric Yang-Mills theory is given by:

S =
1

g2

∫
d4xTr

(
− 1

2
FµνF

µν + 1
2

(
DµφAB

) (
DµφAB

)
+ 1

8

[
φAB , φCD

] [
φAB , φCD

]
+ 2i ψ̃A α̇ σ

µ α̇βDµ ψ
A
β +
√

2 ψ̃A α̇

[
φAB , ψ̃α̇B

]
−
√

2ψAα
[
φAB , ψ

B
α

])
. (4.11)

Here, we have absorbed the remaining volume integrals V =
∫

dx4 . . . dx9 into the
coupling constant g = V −1/2g10, which is now dimensionless.

4.1.1 Symmetries of the Action

Of course, the action (4.11) is still invariant under the supersymmetry transformations
given in (4.6). They act on the fields of N = 4 SYM in the following way:

δεA
µ = −i εAα σµ

αβ̇
ψ̃β̇A − i ε̃A α̇ σµ α̇β ψAβ , (4.12)

δεφ
I = i ε̃A α̇ ΣI AB ψ̃α̇B − i εAα Σ

I

AB ψ
B
α , (4.13)

δεΨ
A
α = i

2
Fµν σ

µν β
α εAβ −

√
2
(
Dµφ

AB
)
σµ
αβ̇
εβ̇B + i

[
φAB , φBC

]
εCα , (4.14)

δεΨ̃
α̇
A = i

2
Fµν σ

µν α̇

β̇
ε̃β̇A +

√
2
(
DµφAB

)
σµ α̇βεBβ + i

[
φAB , φ

BC
]
ε̃α̇C . (4.15)

The first two equations are trivially obtained by combining the ten-dimensional super-
symmetry transformations (4.6) with (2.36) and (2.37). The supersymmetry transfor-
mations of the fermion fields follow from writing out FMNΓMN for the ten-dimensional
gamma matrices introduced in chapter 2. We define the supersymmetry generators
QαA and QA α̇ by stripping off the spinor indices, i.e. for any field O and any Majorana-
Weyl spinor ε we demand that

δεO = εAα QαA(O) + ε̃A α̇Q
A α̇

(O) .
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Clearly, the supersymmetry generators so defined also annihilate the action as their
contraction with any Majorana-Weyl spinor ε does. From (4.12) - (4.15), we can
compute how the generators act on the fields:

QαA(Aββ̇) = 2 i εαβ ψ̃β̇A QAα̇(Aββ̇) = −2 i εα̇β̇ ψAβ (4.16)

QαA(φ̄BC) =
√

2 i εABCD ψ
Dα QAα̇(φ̄BC) = −

√
2 i (ψ̃α̇B δ

A
C − ψ̃α̇C δAB) (4.17)

QαA(ψBβ) = i
2
Fαβ δBA + i εβα [φ̄AC , φ

BC ] QAα̇(ψBβ) = −
√

2Dβα̇ φAB (4.18)

QαA(ψ̃β̇B) = −
√

2Dβ̇α φ̄AB QAα̇(ψ̃β̇B) = − i
2
F α̇β̇ δAB + i εα̇β̇ [φAC , φ̄BC ] (4.19)

Apart from the Poincaré symmetries and supersymmetry, the action is also invari-
ant under the scale transformation

x→ c−1x , A→ cA , φ→ cφ , ψ → c3/2ψ .

This scale invariance points at a conformal invariance of the theory, which together
with super Poincaré invariance combines into superconformal invariance.

However, the classical symmetries of the action might not survive quantization.
The introduction of a renormalization scale µ in the quantized theory typically breaks
scale and thus also conformal invariance. The scale dependence of observables is then
described through the scale dependence of the parameters of the theory. In the case
of N = 4 super Yang-Mills theory, the only parameter is the coupling constant g, the
scale dependence of which is described by the beta function

β = µ
∂g

∂µ
.

Perturbative calculations have shown that the beta function vanishes,

β = 0 .

This behaviour is believed to extend to all orders in perturbation theory, see for
example [33]. In this case the superconformal symmetry of the action is preserved at
the quantum level.

Often, one considers the planar limit, where the rank of the gauge group SU(N)

is sent to infinity while the gauge coupling constant g is sent to zero in such a way
that the ’t Hooft coupling

λ = g2N

is kept fixed. In this limit, new symmetries can arise which are not classical symmetries
of the action. In our study of the Yangian symmetries of the Maldacena-Wilson loop,
it will not be necessary to consider the planar limit as we will be working to first
order in perturbation theory, where no subleading contributions in 1/N to the vacuum
expectation value of the Maldacena-Wilson loop exist.
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4.2. Propagators

4.2 Propagators

We now turn to the derivation of the propagators in N = 4 SYM. In order to derive
the scalar propagator, we note the relevant part of the action in component notation,

− 1

2g2
(∂µ φ

a
I )
(
∂µ φa I

)
.

Using the Green’s function

G(x− y) := −
∫

d4p

(2π)4
e−ip(x−y)

p2 + iε
, ∂ρ∂

ρG(x− y) = δ(4)(x− y) , (4.20)

we can perform a shift

φaI (x)→ φ′aI (x) = φaI (x) + g2
∫

d4y G(x− y) JaI (y)

in the path integral such that the J-dependent terms can be factorized2. Then, we
find for the correlation function of two scalar fields:

〈φaI (x1)φ
b
J(x2)〉 = −i g2δab δIJ G(x1 − x2) .

The Green’s function G(x) takes the following form, see for example [35]:

G(x) = − i

4π2

1

x2
. (4.21)

Thus the scalar propagator is given by

〈φaI (x1)φ
b
J(x2)〉 = − g2

4π2

δab δIJ
(x1 − x2)2

. (4.22)

If the scalar fields are expressed as antisymmetric (4 × 4)-matrices, the respective
expression reads:

〈φaAB(x1)φ
bCD(x2)〉 = − g2

4π2

δab εABCD

(x1 − x2)2
. (4.23)

For the fermion fields, the relevant part of the action is given by

i

g2
ψ̃aA α̇σ

µ α̇β∂µψ
aA
β .

The correlation function for two fermion fields can be derived similarly to the scalar
case, noting that

g(x− y)αα̇ := −σµαα̇ ∂µ
∫

d4p

(2π)4
e−ip(x−y)

p2 + iε
(4.24)

2See for example [34] for an explanation of this method.
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satisfies

σµ α̇γ ∂µ g(x− y)γβ̇ = δα̇
β̇
δ(4)(x− y) ,

which is a simple consequence of (4.20) and (2.4). Then we find that

〈ψaAα (x1) ψ̃
b
B α̇(x2)〉 = g2 δab δAB g(x1 − x2)αα̇ .

Inserting (4.21), we arrive at

〈ψaAα (x1) ψ̃
b
B α̇(x2)〉 =

ig2

2π2
δab δAB

(x1 − x2)αα̇
(x1 − x2)4

. (4.25)

For the gauge field propagator, we note the relevant term of the gauge fixed action
in Feynman gauge,

1

2g2
Aaµ η

µν∂ρ∂
ρAaν .

In the Feynman gauge, the calculation of the gauge field propagator works in exactly
the same way as that for the scalar propagator and we reach the result

〈Aaµ(x1)A
b
ν(x2)〉 =

g2

4π2

ηµν δ
ab

(x1 − x2)2
. (4.26)

4.3 Scattering Amplitudes

Scattering amplitudes are a good example for the possibility to extract valuable in-
formation about gauge theories from N = 4 supersymmetric Yang-Mills theory as
well as for the apperance of higher symmetries for certain observables in this theory.
Indeed, it was possible to derive the form of all tree-level scattering amplitudes in
N = 4 SYM [2]. This information could in turn be used to derive certain tree-level
amplitudes for QCD [1].

Although scattering amplitudes are not the subject of this thesis, their Yangian
symmetry motivates to look for a Yangian symmetry of Maldacena-Wilson loops by
the conjectured duality. The duality will be discussed in chapter 5.3. Here, we will
introduce the color-ordered superamplitudes in N = 4 SYM and briefly review their
symmetries. The account is based on [3, 36]

To make contact with [3] we alter our conventions in this section. The difference
to the conventions discussed in 2.1 lies in defining σµαα̇ := (1, ~σ) , σµ α̇α := (1,−~σ) and
in the definitions for raising and lowering spinor indices. In this section,

λα = εαβλ
β , λα = εαβλβ , λα̇ = εα̇β̇λ

β̇ , λα̇ = εα̇β̇λβ̇ , (4.27)

where the two-dimensional epsilon tensors are given by

ε12 = ε21 = 1 = ε1̇2̇ = ε2̇1̇ . (4.28)
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4.3. Scattering Amplitudes

In the calculation of scattering amplitudes we assign bi-spinors

pαα̇i := σµαα̇ pi µ

to the external momenta pi. For massless particles, det (pαα̇i ) = p2i = 0 and one may
write

pαα̇i = λαi λ̃
α̇
i .

The reality of the external momenta translates to the condition that (λαi )∗ = ±λ̃α̇i ,
where the free sign depends on the sign of p0i . The helicity spinors λ and λ̃ are thus
only defined up to a simultaneous rescaling

λi → eiα λi , λ̃i → e−iαλ̃i .

Defining the contractions

〈ij〉 = 〈λiλj〉 := λαi λj α , [ij] =
[
λ̃iλ̃j

]
:= λ̃i α̇λ̃

α̇
i , (4.29)

we note that pi · pj = 〈ij〉 [ji]. The use of helicity spinors λ and λ̃ simplifies the
calculation of scattering amplitudes because apart from the momenta also the infor-
mation about the helicities of the external particles can be stored in them. For more
information on the use of helicity spinors, see for example [37].

The evaluation of scattering amplitudes can be further simplified by separating
the kinematical data from the calculation of the gauge group factors. This leads
to the introduction of so-called color-ordered amplitudes, which no longer contain
information on the color structure. For example, a pure-gluon tree-level amplitude in
SU(N) gauge theory may be shown to take the following form:

Atree
n-gluon ({ai , pi , hi}) = gn−2

∑
σ∈Sn−1

Tr (T aσ(1) . . . T aσ(n−1)T an)

Atree
n-gluon

(
pσ(1), hσ(1); . . . ; pσ(n−1), hσ(n−1); pn, hn

)
.

Here, the helicities of the gluons are denoted by hi ∈ {±1}. The color-ordered am-
plitudes are given by the coefficients Atree

n-gluon({pi, hi}). For a general treatment of
color-ordered amplitudes the reader is referred to [37] and references therein.

To describe scattering amplitudes in N = 4 SYM it is convenient to assemble the
on-shell states of the theory into an on-shell superfield making use of four Graßmann
odd parameters ηA:

Φ(p, η) = g+(p) + ηAg̃A(p) +
1

2!
ηAηBSAB(p) +

1

3!
ηAηBηCεABCD g̃

D
(p) (4.30)

+
1

4!
ηAηBηCηDεABCD g−(p) . (4.31)

Here, g+(p) (g−(p)) describes a gluon of positive (negative) helicity, g̃A(p)(g̃
D

(p)) de-
scribes a gluino (anti-gluino) of helicity +1/2 (−1/2) and SAB(p) describes a scalar
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particle, which has helicity 0. Making use of the above superfield one considers the
color-ordered superamplitudes

An({λi , λ̃i , ηi}) = A (Φ(p1, η1) . . .Φ(pn, ηn)) . (4.32)

The amplitudes for a given set of states may then be extracted from the superampli-
tude by extracting the corresponding coefficient of the expansion in the η-variables.

The superconformal symmetry of N = 4 SYM is also manifest for the scattering
amplitudes. In terms of the kinematical variables {λi, λ̃i, ηi}, a representation of the
superconformal algebra su(2, 2|4) can be given by the following set of generators:

pαα̇ =

n∑
i=1

λαi λ̃
α̇
i kαα̇ =

n∑
i=1

∂i α∂̃i α̇ (4.33)

mαβ =

n∑
i=1

λi (α∂i β) mα̇β̇ =

n∑
i=1

λ̃i (α̇∂̃i β̇) (4.34)

d =

n∑
i=1

(
1
2
λαi ∂i α + 1

2
λ̃α̇i ∂̃i α̇ + 1

)
rAB =

n∑
i=1

(
−ηAi ∂i B + 1

4
δAB η

C
i ∂i C

)
(4.35)

qAα =

n∑
i=1

λαi η
A
i qα̇A =

n∑
i=1

λ̃α̇i ∂i A (4.36)

sAα =

n∑
i=1

∂i α∂i A sAα̇ =

n∑
i=1

ηAi ∂̃i α̇ (4.37)

c =

n∑
i=1

(
1 + 1

2
λαi ∂i α − 1

2
λ̃α̇i ∂̃i α̇ − 1

2
ηAi ∂i A

)
(4.38)

Here, we use the following short-hand notation for derivatives:

∂i α :=
∂

∂λαi
, ∂̃i α̇ :=

∂

∂λ̃α̇i
, ∂i A :=

∂

∂ηAi
.

The superamplitudes (4.32) are invariant under all these generators,{
mαβ , mα̇β̇ , p

αα̇ , d , kαα̇ , r
A
B , q

Aα , qα̇A , sAα , s
A
α̇ , c

}
An = 0 . (4.39)

This enforces that the superamplitudes have the following form:

An({λi , λ̃i , ηi}) =
δ(4)(p) δ(8)(q)

〈12〉〈23〉 . . . 〈n1〉
Pn . (4.40)

Note that δ(8)(q) is a Graßmann delta-function,

δ(8)(q) =

2∏
α=1

4∏
A=1

(
n∑
i=1

(
λαi η

A
i

))
,

such that the η-expansion of the amplitude starts at order η8. Furthermore Pn has
the following expansion:

Pn = P(0)
n + P(4)

n + . . .+ P(4n−16)
n

30



4.3. Scattering Amplitudes

where P(j)
n is of order ηj.

In [38] it was found that tree-level scattering amplitudes possess an additional
symmetry, dual superconformal symmetry. This symmetry can be expressed in terms
of the dual variables xi and θi, which are defined by the relations

(xi − xi+1)αα̇ = λi αλ̃i α̇ , (θi − θi+1)
A
α = λi αη

A
i . (4.41)

The dual variables define a chiral superspace. Note that they are only fixed up to an
arbitrary reference point. A representation of the superconformal algebra su(2, 2|4) in
terms of the dual variables is given in [38]. This specific representation respects the
constraints (4.41). Introducing the abbreviations

∂i Aα :=
∂

∂θAαi
, ∂i αα̇ :=

∂

∂xαα̇i
,

it is given by:

Pαα̇ =
∑
i

∂i αα̇ QAα =
∑
i

∂i Aα Q
A

α̇ =
∑
i

(
θAαi ∂i αα̇ + ηAi ∂̃i α̇

)
(4.42)

Mαβ =
∑
i

(
x α̇
(α ∂i β)α̇ + θi

A
(α∂i β)A + λi (α∂i β)

)
(4.43)

M α̇β̇ =
∑
i

(
x α
i (α̇ ∂i β̇)α + λ̃i (α̇∂̃iβ̇)

)
(4.44)

D =
∑
i

(
−xα̇αi ∂i αα̇ − 1

2
θAαi ∂i Aα − 1

2
λai ∂i α − 1

2
λ̃α̇i ∂i α̇

)
(4.45)

Kαα̇ =
∑
i

(
xi α̇βxi α̇β∂

ββ̇
i − xi α̇βθBiα∂

β
iB − xi α̇βλi α∂

β
i

− xi+1 β̇α̇λ̃i α̇∂̃
β̇
i + λ̃i α̇θ

B
i+1α∂i B

)
(4.46)

RA
B =

∑
i

(
θAαi ∂i Bα + ηAi ∂iB − 1

4
δAB θ

Cα
i ∂i Cα − 1

4
δAB η

C
i ∂i C

)
(4.47)

C =
∑
i

(
− 1

2
λαi ∂i α + 1

2
λ̃α̇i ∂i α̇ + 1

2
ηAi ∂i A

)
(4.48)

SAα =
∑
i

(
xi αβ̇θ

A
i β∂i ββ̇ − θBiαθ

Aβ
i ∂i Bβ + λi α θ

Aγ
i ∂i γ

+ x β̇
i+1α ηAi ∂i β̇ − θBi+1αη

A
i ∂i B

)
(4.49)

SAα̇ =
∑
i

(
x β
i α̇ ∂i Aβ + λ̃i α̇∂i A

)
(4.50)

If one imposes momentum conservation and supersymmetry in the definition (4.41) of
the dual variables, the dual variables become cyclic, (xn+1, θn+1) = (x1, θ1). However,
if one wants to act on the amplitudes in the distributional sense stated in (4.40), the
dual variables cannot be considered cyclic from the start. In this case, the summation
in the above generators extends from 1 to n+1 for the terms involving derivatives in
the dual variables.
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Chapter 4. N = 4 Supersymmetric Yang-Mills Theory

The original superconformal symmetry and the dual superconformal symmetry
combine into a Yangian symmetry, which is described in [3]. The level-1 momentum
generator of the Yangian symmetry algebra is given by

p
(1)
αα̇ =

∑
i>j

[(
m γ
i αδ

γ̇
α̇ +m γ̇

i α̇δ
γ
α − diδγαδ

γ̇
α̇

)
pj γγ̇ + qi α̇C q

C
j α − (i↔ j)

]
. (4.51)

This generator has the structure described in (3.50) and we will use this information
to make an ansatz for the level-1 momentum generator we study in chapter 6.
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Chapter 5

Maldacena-Wilson Loops

In this chapter we introduce the Maldacena-Wilson loop operator in N = 4 super-
symmetric Yang-Mills theory. We begin by discussing Wilson loops in general gauge
theories, where we follow [39] and [40]. The Maldacena-Wilson loop, which was first
introduced in [9], is an extension that arises naturally in N = 4 SYM. As a prepa-
ration for the study of Yangian symmetries, we study its conformal symmetry both
for large and infinitesimal transformations. Furthermore, we discuss the conjectured
duality between Wilson loops and maximally helicity violating scattering amplitudes
in N = 4 SYM.

5.1 Wilson Loops in Gauge Theories

In a general gauge theory one considers quantities which depend on a path in spacetime
as opposed to local operators O(x) which depend on a point in spacetime. For a path
C connecting the points x and y in spacetime, given in a parametrization

x : [a, b]→ R(1,3) , x(a) = x , x(b) = y ,

we define the Wilson line operator1:

V (y, x, C) = P exp

(
i

∫
C

Aµ dxµ
)
. (5.1)

In the above definition P exp denotes the path-ordered exponential2, which implies
that in the expansion of the exponential function the matrix-valued fields Aµ are
ordered by the parametrization parameter τ . To be concrete, we spell out the path-
ordered product of two gauge fields:

P
(
Aµ(x(τ1))Aν(x(τ2))

)
=

{
Aν(x(τ2))Aµ(x(τ1)) if τ1 < τ2

Aµ(x(τ1)) Aν(x(τ2)) if τ2 < τ1
.

1To avoid confusion, we reserve W (C) for the Maldacena-Wilson loop which we will introduce
later.

2The path-ordering is only necessary if the gauge group is non-Abelian.
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Chapter 5. Maldacena-Wilson Loops

We will now turn to the discussion of gauge transformations of the Wilson line
operator. Here, we will consider the gauge group SU(N). In order to compute the
gauge transform of V (y, x, C), we slice the curve into small pieces

x→ x1 → x2 → . . .→ xN−1 → xN → y .

The Wilson line operator can then be written as

V (y, x, C) = V (y, xN)V (xN , xN−1) . . . V (x2, x1)V (x1, x) . (5.2)

For a curve of infinitesimal length, we expand the Wilson line operator as

V (x+ ε, x) = P exp

(
i

∫ x+ε

x

Aµ dxµ
)

= 1+ iεµAµ(x) +O(ε2) .

Under a gauge transformation

Aµ(x)→ U(x)Aµ(x)U(x)† − i (∂µU(x))U(x)†

we then have:

V (x+ ε, x)→ 1+ iεµ
(
U(x)Aµ(x)U(x)† − i (∂µU(x))U(x)†

)
+O(ε2)

= U(x+ ε)V (x+ ε, x)U(x)† +O(ε2) . (5.3)

Inserting this into (5.2), we find the gauge transform of the Wilson line operator:

V (y, x, C)→ U(y)V (y, x)U(x)† . (5.4)

This behaviour under gauge transformations may be proven more elegantly and rig-
orously by showing that the Wilson line operator as a function of the end point of
the curve satisfies a first-order ordinary differential equation. One can then show
that the gauge transformed Wilson line operator and the expression given in (5.4) are
both solutions to this equation. The uniqueness theorem for ODEs then allows one
to conclude that the two expressions are equal, consider for example [34] for a more
detailed discussion. Here, we have taken a more intuitive approach.

The gauge transformation (5.4) shows that for a closed loop C one can define a
gauge invariant non-local operator by

W(C) :=
1

N
TrP exp

(
i

∮
C

Aµ dxµ
)
.

This observable is called the Wilson loop operator. One very interesting application
of it is the possibility to compute the force between two static charged particles in
a gauge theory. Consider a rectangular contour CT,R with side length T in the time
direction and R� T in some spatial direction. For large T, we have

〈W(CT,R)〉 ' e−V (R)T ,

where V (R) is the potential between the two static charges. Consider [39] for a
detailed explanation. An interesting application is the derivation of the Coulomb
potential in pure quantum electrodynamics, where the absence of interactions allows
one to compute the expectation value of the Wilson loop to all orders in perturbation
theory.
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5.2. The Maldacena-Wilson Loop

5.2 The Maldacena-Wilson Loop

Similarly to the construction of N = 4 SYM itself, we can construct the Maldacena-
Wilson loop [9] from the the Wilson loop in the ten-dimensional gauge theory, which
is given by

U(C) =
1

N
Tr P exp

(
i

∮
C

AM dxM
)
. (5.5)

Inserting (4.8) for the gauge field AM , we can rewrite this using the field content of
the four-dimensional theory:

U(C) =
1

N
Tr P exp

(
i

∫
dτ
(
Aµ(x)ẋµ + φI(x) ẏI

))
, (5.6)

where we have combined the six extra components of the ten-dimensional vector to
a six-dimensional vector yI to which the scalar fields couple. We now impose the
constraint that the ten-dimensional curve has light-like tangent vectors,

ẋµẋµ + ẏI ẏI = 0 . (5.7)

We can realize this constraint by setting ẏI = |ẋ|nI , where nI is a unit six vector which
satisfies nInI = −1. We will assume nI to be constant along the loop. Note also that
we define

|ẋ| :=

{
‖ẋ‖ if ẋ2 > 0

i ‖ẋ‖ if ẋ2 < 0
, where ‖ẋ‖ :=

√
|ẋ2| ,

such that |ẋ|2 = ẋ2 for any ẋ. Satisfying the constraint (5.7), we define the Maldacena-
Wilson loop operator by

W (C) :=
1

N
Tr P exp

(
i

∫
C

dτ
(
Aµ(x)ẋµ + φI(x)|ẋ|nI

))
. (5.8)

The gauge invariance of this operator is clear because the ten-dimensional Wilson
loop operator (5.5) is gauge invariant for any closed curve in ten dimensions. As the
gauge transformations in N = 4 SYM only depend on the four-vector xµ, it suffices
that the curve described by xµ(τ) is closed.

The constraint (5.7) can be related to supersymmetry in a sense which we will
now discuss. Consider the supersymmetry variation of the Maldacena-Wilson loop
operator. By (4.6) we find:

δεW (C) =
1

N
Tr P

{
i

∫
dτ δε

(
Aµẋ

µ + φI(x)|ẋ|nI
)

exp

(
i

∫
dτ
(
Aµ(x)ẋµ + φI(x)|ẋ|nI

))}
=

1

N
Tr P

{
i

∫
dτ Ψ(x(τ))

(
Γµẋ

µ + ΓI+3|ẋ|nI
)
ε

exp

(
i

∫
dτ
(
Aµ(x)ẋµ + φI(x)|ẋ|nI

))}
. (5.9)
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The supersymmetry variation vanishes as a function of the fields if and only if

A(τ) ε = 0 , A(τ) := Γµẋ
µ(τ) + ΓI+3|ẋ(τ)|nI . (5.10)

Although the spinor ε in the supersymmetry variation has to be constant, it is inter-
esting to see if (5.10) can be solved locally, i.e. whether there is a parametrization
dependent function ε(τ), such that it holds. There is room for a non-trivial solution,
as (

Γµẋ
µ(τ) + ΓI+3|ẋ(τ)|nI

)2
= 0 , (5.11)

which follows easily from the ten-dimensional Clifford relations. This property of A(τ)

is of course intimately related to the constraint (5.7). If one would not impose it, none
of the supersymmetry would be preserved locally, as(

xMΓM
)2

= x2
1 implies that det

(
xMΓM

)
= (x2)16 .

For an invertible matrix, there are of course no non-trivial solutions of (5.10). If the
constraint is imposed, we conclude from (5.11) that the dimension of the kernel of A(τ)

is at least sixteen, and in appendix D we show that there are 8 linearly independent
left-handed Majorana-Weyl spinors, which are mapped to zero by A(τ) if ẋ(τ) is a
time-like or light-like vector. If ẋ(τ) is a space-like vector, there are still 8 linearly
independent left-handed Weyl spinors satisfying (5.10), but the Majorana condition
cannot be satisfied.

The difference between time-like and space-like tangent vectors may seem surpris-
ing, but there is a simple reason for it: It is impossible to extend a space-like vector
in Minkowski space to a light-like vector in the ten-dimensional space R(1,9) as we are
adding six space-like directions. We only reach a light-like ten-vector (ẋµ + |ẋ|nI) by
setting |ẋ| = i‖ẋ‖ for space-like ẋ. This changes the commutation properties of A(τ)

with the charge conjugation matrix, which are a crucial point in proving the possibil-
ity to pick Majorana spinors in ker(A(τ)). In both cases, we find eight different linear
combinations of the supersymmetry variations, which leave the action invariant. The
Maldacena-Wilson loop is therefore called 1/2 BPS, in analogy to the BPS states
encountered in supersymmetric theories. See e.g. [23] for an explanation.

If one requires that nI is constant along the loop, the only curves for which it
is possible to pick a constant spinor ε, which satisfies (5.10), are straight lines. For
these it is always possible to pick a parametrization, in which ẋ is constant such that
A(τ) is also constant, and hence half of the supersymmetry is preserved globally. This
matches well with the finding that the expectation value for a straight line L satisfies

〈W (L)〉 = 1 ,

which has been checked perturbatively. If one allows nI to vary along the loop, it
is possible to preserve some of the supersymmetry globally for special curves. This
construction is described in [41]. The class of loops, which are globally invariant
also becomes larger if one considers general superconformal transformations, see for
example [42].
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Another interesting aspect of the Maldacena-Wilson loop is that it has a dual string
description via the AdS/CFT correspondence, which was first described in [9]. The
correspondence relates it to the area Amin(C) of a minimal surface in AdS5, for which
the boundary condition is given by the loop. To be more precise, one needs to consider
the conformal compactifications and boundaries of Minkowski as well as Anti-de Sitter
space AdS5. In this construction one finds that the conformal compactification of
Minkowski space R(1,3) can be viewed as the conformal boundary3 of AdS5, for details
see e.g. [7]. One then considers the minimal surface which ends on the image of the
loop on the conformal boundary of AdS5. The area of this surface is divergent, as
the AdS-metric becomes divergent upon approaching the conformal boundary. The
divergence can be regulated by shifting the boundary loop slightly into AdS. Upon
subtracting the divergent part, which is proportional to the length of the loop, one
arrives at the renormalized area Aren

min(C) of the minimal surface, which is related to
the expectation value of the Maldacena-Wilson loop at strong coupling by

〈W (C)〉 = exp
(
−
√
λ

2π
Aren

min(C)
)
. (5.12)

In this thesis, we focus on the vacuum expectation value of the Maldacena-Wilson
loop to first order in perturbation theory. Expanding the exponential in (5.8) leads
to:

〈W (C)〉 = 1− 1

2N

∫
dτ1dτ2Tr

(
ẋµ1 ẋ

ν
2 〈P (Aµ(x1)Aν(x2))〉

+ |ẋ1||ẋ2|nInJ 〈P (φI(x1)φJ(x2))〉
)

+ . . .

Here we abbreviated xi := x(τi), i = 1, 2. The expectation value is to be understood
within the path integral formalism. Writing explicitly

Aµ(x) = Aaµ(x)T a , φI(x) = φaI (x)T a ,

we realize that the functions Aaµ(x) and φaI (x) are automatically time-ordered in the
path integral, while the generators of the Lie algebra su(N) remain path ordered.
Nonetheless, since the trace is cyclic this is irrelevant here. Thus we get:

〈W (C)〉 = 1− 1

2N

∫
dτ1dτ2

{
ẋµ1 ẋ

ν
2

〈
Aaµ(x1)A

b
ν(x2)

〉
Tr(T aT b)

+ |ẋ1||ẋ2|nInJ
〈
φaI (x1)φ

b
J(x2)

〉
Tr(T aT b)

}
+ . . .

Inserting the propagators (4.22) and (4.26) and using the normalization

Tr
(
T aT b

)
= 1

2
δab

3The conformal boundary is the boundary (in the topological sense) of the image of the respective
space in its conformal compactification. It should not be mixed up with the usual notion of boundaries
of manifolds.
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of the generators of the gauge group, we arrive at4

〈W (C)〉 = 1− g2N

16π2

∫
dτ1dτ2

ẋ1 · ẋ2 − |ẋ1||ẋ2|
(x1 − x2)2

+ . . . (5.13)

For brevity, we introduce the following notation for the first-order approximation of
the vacuum expectation value of the Maldacena-Wilson loop:

〈W (C)〉(1) := − λ

16π2

∫
dτ1dτ2 I(τ1, τ2) , where I(τ1, τ2) :=

ẋ1ẋ2 − |ẋ1||ẋ2|
(x1 − x2)2

. (5.14)

Here we have used the ’t Hooft coupling λ = g2N . Having the vacuum expectation
value at hand, we can discuss another important implication of the constraint (5.7),
the finiteness of 〈W (C)〉. We will discuss this at first order in perturbation theory, an
argument for all orders may be found in [43]. As we are working in Minkowski space,
this is a little more subtle than for the Euclidean case. We need to assume that for
any two distinct τ1 and τ2 the points x(τ1) and x(τ2) are space-like separated, consider
appendix C for more details. Under these assumptions the integrand of (5.14) can
only become divergent if τ1 ' τ2. We discuss this limit using a parametrization by
arc-length, ẋ2 = −1, by setting τ2 = τ1 + ε and expanding for small ε. This gives:

I(τ, τ + ε) =
ẋ(τ)ẋ(τ + ε) + 1

(x(τ)− x(τ + ε))
2 =

ε ẋ(τ)ẍ(τ) + ε2 ẋ(τ)x(3)(τ) +O(ε3)

−ε2 +O(ε3)
.

Making use of the identities (C.1), we get:

I(τ, τ + ε) = ẍ2 +O(ε) .

This shows that the integrand of (5.14) is bounded and hence that the first-order
approximation of 〈W (C)〉 is finite.

We now turn to the discussion of the symmetries of the Maldacena-Wilson loop.
Here, we consider the invariance of 〈W (C)〉(1) under conformal transformations. Of
course, the finiteness of 〈W (C)〉 is crucial for this because otherwise we would have to
consider a renormalization procedure which might spoil the conformal invariance. We
focus on the infinitesimal conformal invariance, for which we consider a representation
of the conformal algebra in terms of curve integrals over functional derivatives. It is,
however, illustrative to also consider large conformal transformations.

5.2.1 Global Conformal Symmetry

It is easy to see that already the integrand I(τ1, τ2) of 〈W (C)〉(1) is invariant under
translations, Lorentz transformations and dilatations. To consider special conformal
transformations, recall that they can be expressed as the composition of inversions
and a translation. Hence, it suffices to study the inversion map

S(x) =
x

x2
.

4In the prefactor, we have replaced (N2 − 1)/N by N in view of the large N limit. This would
be the right result, if we were considering a u(N) Lie algebra.
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Under this transformation we have:

ẋ→ ∂τ
x

x2
=

ẋ

x2
− 2(x · ẋ)x

x4
⇒ |ẋ| → |ẋ|

x2
,

1

(x1 − x2)2
→ x2

1x
2
2

(x1 − x2)2
.

From this transformation behaviour we read off that the part of the integrand which
stems from the scalar propagator is invariant under an inversion and hence under all
conformal transformations:

|ẋ1||ẋ2|
(x1 − x2)2

→ |ẋ1||ẋ2|
(x1 − x2)2

.

The whole integrand I(τ1, τ2) =: I12 transforms as

I12 → Î12 = I12 − 2
x2
1x

2
2

(x1 − x2)2

(
(x1ẋ1)(x1ẋ2)

x4
1 x

2
2

+
(x2ẋ2)(x2ẋ1)

x4
2 x

2
1

− 2
(x1x2)(x1ẋ1)(x2ẋ2)

x4
2 x

4
1

)
.

We will now abbreviate ∂τi = ∂i, x1 − x2 = x12. For the transformed integrand, we
rewrite:

∆I12 : = Î12 − I12 =

= − 1

x2
12 x

2
1 x

2
2

(
(∂1x

2
1)x

2
2 ∂2(x1 · x2) + (∂2x

2
2)x

2
1 ∂1(x2 · x1)− (∂1x

2
2) (∂2x

2
1) (x1x2)

)
= −(∂1x

2
1) ∂2(x1x2)

x2
1 x

2
12

− (∂2x
2
2) ∂1(x1x2)

x2
2 x

2
12

+
(∂1x

2
1) (∂2x

2
2) (x1x2)

x2
1 x

2
2 x

2
12

=
1

2

(
∂1x

2
1

x2
1

∂2x
2
12

x2
12

+
∂2x

2
2

x2
2

∂1x
2
12

x2
12

− ∂1x
2
1

x2
1

∂2x
2
2

x2
2

)
.

We realize that this can be written as a total derivative unless the curve crosses
the light-cone x2 = 0. In this case, the curve is mapped to a curve which is only
closed via infinity. In such cases the vacuum expectation value of the Maldacena-
Wilson loop need not be invariant and could receive a contribution which stems from
integrating over the respective singularity. For Euclidean signature this anomaly has
been considered in [10], where they studied an inversion mapping a straight line to
a circle. This allowed to compute the vacuum expectation value of the Maldacena-
Wilson loop to all orders in λ and N . For Minkowski signature, anomalies like the
above are discussed in [44].

Assuming now, that for our curve x2
12 < 0 and x2

1 < 0 for all points on the loop, we
rewrite:

∆I12 =
1

2

(
∂2
(
∂1 ln

[
−x2

1

]
ln
[
−x2

12

])
+ ∂1

(
∂2 ln

[
−x2

2

]
ln
[
−x2

12

])
− ∂2

(
∂1 ln

[
−x2

1

]
ln
[
−x2

2

]) )
.

This is a total derivative and hence we find invariance.
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5.2.2 Infinitesimal Conformal Symmetry

In order to discuss the invariance under infinitesimal conformal transformations, we
consider a representation of the conformal algebra in terms of curve integrals over
functional derivatives. In analogy to (3.3) and (3.4), we have the following basis:

Pµ =

∫
ds pµ(s) =

∫
ds

δ

δxµ(s)
, (5.15)

Mµν =

∫
dsmµν(s) =

∫
ds

(
xµ(s)

δ

δxν(s)
− xν(s)

δ

δxµ(s)

)
, (5.16)

D =

∫
ds d(s) =

∫
ds xµ(s)

δ

δxµ(s)
, (5.17)

Kµ =

∫
ds kµ(s) =

∫
ds

(
x2(s)

δ

δxµ(s)
− 2xµ(s)xν(s)

δ

δxν(s)

)
. (5.18)

This can be viewed as the continuum limit of a sum of the respective generators acting
on different points in space-time. In applying the above generators to curve integrals,
we assume that the generator is given in the parametrization of the curve integral.
However, it is important that one does not restrict the parametrizations of the curve
integrals5. The functional derivatives are defined by

δxν(τ)

δxµ(s)
= ηµνδ(τ − s)

and the common rules for derivatives of products and the chain rule. Assuming also
that the functional derivative commutes with time derivatives, we note the following
derivatives, which will be used frequently:

δẋµ(τ)

δxν(s)
= ηµν ∂τ δ (τ − s) , δ|ẋ(τ)|

δxν(s)
=
ẋν(τ)

|ẋ(τ)|
∂τ δ (τ − s) , (5.19)

δ

δxµ(s)
(x(τ1)− x(τ2))

2 = 2 (xµ(τ1)− xµ(τ2)) (δ(τ1 − s)− δ(τ2 − s)) . (5.20)

Using the above rules we show that the first-order correction of the Maldacena-
Wilson loop is translation invariant by acting on it with Pµ:

PµI12 =

∫
ds

δ

δxµ(s)

ẋ1ẋ2 − |ẋ1||ẋ2|
(x1 − x2)2

=

∫
ds

1

(x1 − x2)
2

[
ẋ1µ ∂τ2δ(τ2 − s) + ẋ2µ ∂τ1δ(τ1 − s)−

|ẋ1|
|ẋ2|

ẋ2µ ∂τ2δ(τ2 − s)

− |ẋ2|
|ẋ1|

ẋ1µ ∂τ1δ(τ1 − s)− 2
ẋ1ẋ2 − |ẋ1||ẋ2|

(x1 − x2)2
(x1 − x2)µ

(
δ(τ1 − s)− δ(τ2 − s)

)]
.

By virtue of

∂τi

∫
ds δ(τi − s) = 0 and

∫
ds
(
δ(τ1 − s)− δ(τ2 − s)

)
= 0

5An easy way to see this is by considering for example the length of curve, L =
∫

dτ |ẋ|. This scales
under dilatations and applying the dilatation operator, one finds D(L) = iL. In a parametrization

by arc-length, L =
∫ L
0

1dτ and the calculation of D(L) fails.
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we indeed find Pµ I(τ1, τ2) = 0. A similar computation shows that also Mµν and D

annihilate I(τ1, τ2). For the generators Kµ of special conformal transformations, the
computation is more involved. In our discussion of large conformal transformations
we have seen that the part of 〈W (C)〉(1) which stems from the scalar propagator is
invariant under conformal transformations and indeed we find that6

Kµ

|ẋ1||ẋ2|
(x1 − x2)2

= 0 .

This simplifies the calculation of the action of Kµ on the integrand I12:

KµI12 =

∫
ds
(
x2(s)δνµ − 2xµ(s)xν(s)

) δ

δxν(s)

ẋ1ẋ2

(x1 − x2)2

=

∫
ds
(
x2(s)δνµ − 2xµ(s)xν(s)

) 1

x2
12

[
ẋ1 ν ∂τ2δ(τ2 − s) + ẋ2 ν ∂τ1δ(τ1 − s)

− 2
ẋ1ẋ2

x2
12

x12 ν(δ(τ1 − s)− δ(τ2 − s))
]

=
2

x2
12

[
ẋ1µ ẋ2(x2 − x1) + ẋ2µ ẋ1(x1 − x2)− ẋ1ẋ2(x1 + x2)µ + ẋ1ẋ2(x1 + x2)µ

]
= 2 ẋ1µ

ẋ2(x2 − x1)

(x1 − x2)2
+ 2 ẋ2µ

ẋ1(x1 − x2)

(x1 − x2)2

= ẋ1µ ∂τ2 ln
[
− (x1 − x2)

2 ]
+ ẋ2µ ∂τ1 ln

[
− (x1 − x2)

2 ]
= ∂τ2

(
ẋ1µ ln

[
− (x1 − x2)

2 ])
+ ∂τ1

(
ẋ2µ ln

[
− (x1 − x2)

2 ])
.

For the curves under consideration we have (x1 − x2)
2 < 0, and the above is a total

derivative. Therefore we have:

Kµ 〈W (C)〉(1) = 0 .

5.3 The Correspondence Between Scattering Am-

plitudes and Wilson Loops

In this section we briefly review the conjectured duality between MHV gluon am-
plitudes and the expectation value of Wilson loops over specific contours in N = 4

super Yang-Mills theory. The account is based on [45], [46] and [47], where the reader
will find detailed explanations and calculations. This duality is a strong motivation
for our attempt at finding a Yangian symmetry for Maldacena-Wilson loops, as the
scattering amplitudes possess such a symmetry.

The first hints for the duality came from the consideration of gluon amplitudes
at strong coupling by Alday and Maldacena in [11]. There, it was shown that the
computation of the amplitudes at leading order reduces to the computation of the

6For computational simplicity, the scalar and gauge field contributions are discussed separately
here. It should however be pointed out, that only the sum of them is finite. The individual contri-
butions would need to be renormalised which would spoil the conformal invariance.
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area of a minimal surface that ends on a lightlike polygon related to the momenta
of the gluon. It was also pointed out that the computation is formally equivalent to
that of a Wilson loop on this contour at strong coupling. In [12] it was argued that
the duality also holds at the weak coupling side of the AdS/CFT correspondence.
Evidence for this duality has been provided in [48] and [49].

Planar MHV amplitudes have the property that their loop corrections can be
written as multiples of the tree-level amplitudes,

AMHV
n = AMHV, tree

n MMHV
n . (5.21)

Here, the function Mn depends only on the momentum invariants pi · pj. The ampli-
tudes are infrared divergent and can be regulated by dimensional regularization using
D = 4− 2εIR with εIR < 0. Moreover, the loop corrections factorize into divergent and
finite parts. It is therefore natural to consider the logarithm of the loop correction,
which is known to have the following form:

ln
(
MMHV

n

)
= −1

4

∑
l≥1

al

(
Γ(l)
cusp

(lεIR)2
+
G(l)

lεIR

)
n∑
i=1

(
− µIR
si,i+1

)lεIR
+ FMHV

n +O(εIR) . (5.22)

Here, si,i+1 = (pi+pi+1)
2 are the Mandelstam invariants of two adjacent gluons (pn+1 =

p1), µ2
IR is an infrared cut-off related to the dimensional regularization scale and a is

related to the ’t Hooft coupling by a = λ/(8π2). The finite part FMHV
n is independent

of the regulator ε and µIR. The coefficients Γ(l)
cusp and G(l) are the coefficents of the

cusp and collinear anomalous dimensions,

Γcusp(a) =
∑
l≥1

Γ(l)
cusp a

l , G(a) =
∑
l≥1

G(l) al ,

which start out as

Γcusp(a) = 2a− 2ζ2a
2 +O(a3) , G(a) = −ζ3a2 +O(a3) .

The duality states that MMHV
n is related to the expectation value of a Wilson loop

over a polygon with cusp points defined by the gluon momenta via

xi − xi+1 = pi . (5.23)

The cusp points are only defined up to a reference point, which is irrelevant as the
Wilson loop is translation invariant. By momentum conservation, the cusp points
xi define an n-sided polygon Cn with light-like edges, such that the Wilson and the
Maldacena-Wilson loop agree on it. Due to the cusps, the Wilson loop is ultraviolet
divergent. The divergence can be regulated by dimensional regularization using D =

4 − 2εUV with εUV > 0. The associated ultraviolet cut-off is called µ2
UV . The vacuum

expectation value of the Wilson loop for this contour is known to have the following
form:

ln (〈W (Cn)〉) = −1

4

∑
l≥1

al

(
Γ(l)
cusp

(lεUV )2
+

Γ(l)

lεUV

)
n∑
i=1

(
−(xi−1 − xi+1)

2µ2
UV

)lεUV
+ FWL

n +O(εUV ) . (5.24)
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Here, Γ(l) are the coefficients of the collinear anomalous dimension,

Γ(a) =
∑
l≥1

Γ(l) al = −7ζ3a
2 +O(a3) .

The regularisation and renormalization parameters can be matched in such a way
that the divergent parts of ln (MMHV

n ) and ln (〈W (Cn)〉) match, compensating also for
the difference between the collinear anomalous dimensions. This behaviour is not a
special property of N = 4 SYM, it actually holds in any gauge theory. The conjectured
duality now states, that in the planar limit the finite parts are equal up to an additive
constant, which does not depend on the kinematical data,

FMHV
n (p1 , . . . , pn; a) = FWL

n (x1 , . . . , xn; a) + dn(a) . (5.25)

A variety of checks of this duality relation can be found in [46].
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Chapter 6

Yangian Symmetry of
Maldacena-Wilson Loops

The combination of the duality discussed above and the Yangian symmetry of scat-
tering amplitudes points toward a Yangian symmetry of Wilson loops over light-like
polygons. Such a symmetry has been discussed in [50]. As we have seen, the cusps
in these contours lead to divergences, which complicate the study of symmetries. To
avoid divergences, we consider smooth space-like curves for which the expectation
value of the Maldacena-Wilson loop is finite. As for the conformal invariance of the
loop, we discuss the invariance of the vacuum expectation value under variational
derivative operators acting in the curve space. For simplicity, we do this at first order
in perturbation theory. In the study of the conformal symmetry of the Maldacena-
Wilson loop, the symmetry generators are given by

J (0)
a =

∫
ds j(0)a (s) , (6.1)

where j(0)a (s) collectively denotes the densities {mµν , pµ, d, kµ} of the conformal alge-
bra, which are introduced in (5.15) - (5.18). In analogy to the generators (3.51) found
in integrable two-dimensional field theories, we write the level-1 generators as:

J (1)
a =

∫
ds j(1)a (s) + f cb

a

∫
s1<s2

ds1ds2 j
(0)
b (s1) j

(0)
c (s2) . (6.2)

The knowledge of the dual structure constants f cb
a of so(2, 4) allows us to determine

the bilocal part of J (1)
a . The idea is then to first calculate the action of the non-local

part of the level-1 generator on 〈W (C)〉(1) to find out, whether it is possible to define
a level-1 density j(1)a (s) in such a way that

J (1)
a

(
1 + 〈W (C)〉(1)

)
= 0 . (6.3)

In particular, if j(1)a (s) is of order λ and contains no differential operators, we have:

J (1)
a

(
1 + 〈W (C)〉(1)

)
=

∫
ds j(1)a (s) + f cb

a

∫
s1<s2

ds1ds2 j
(0)
b (s1) j

(0)
c (s2) 〈W (C)〉(1) . (6.4)
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It is thus possible to reach invariance in the sense of (6.3), if the action of the non-local
part of J (1)

a on 〈W (C)〉(1) turns out to be a single curve integral. We will check this
for the level-1 momentum generator

P
(1)µ
bos, nl =

∫
s1<s2

ds1ds2

{(
mµν(s1)− d(s1) η

µν
)
pν(s2)− (s1 ↔ s2)

}
. (6.5)

While the result of this calculation turns out to be remarkably simple, it is not a single
curve integral. We then consider a supersymmetric extensionW(C) of the Maldacena-
Wilson loop employing a non-chiral superspace parametrized by the variables

xαα̇(τ) = σµαα̇xµ(τ) , θAα (τ) , θ̄Aα̇(τ) , y B
A (τ) .

Enlarging the underlying symmetry from so(2, 4) to su(2, 2|4) extends the non-local
part of P (1)µ to include

P
(1)µ
ferm, nl =

i

4

∫
ds1ds2

{
qA α̇(s1)σ

µ
αα̇ q

α
A(s2)− (s1 ↔ s2)

}
θ(s2 − s1) . (6.6)

The supersymmetry densities qαA(s) and qA α̇(s) are introduced in chapter 6.2. We
show, that the action of the above generator on 〈W(C)〉 cancels the problematic terms
in P

(1)µ
bos, nl 〈W (C)〉, leaving the result to be a single curve integral. This determines the

level-1 momentum density p(1)µ(s).

We thus establish the invariance of the extended Maldacena-Wilson loop W(C)

under the level-1 generator P (1)µ to first order in perturbation theory and in the
first non-trivial order in an extension in the Graßmann variables which describe our
superspace. It is in principle possible to conclude the invariance under all level-1
generators from the invariance under the level-1 momentum generator making use of
the commutation relation (3.38) of the Yangian algebra. This is however obstructed
by the extension in the Graßmann variables.

6.1 Maldacena-Wilson Loop

We begin our study of the Yangian invariance of the Maldacena-Wilson loop by de-
riving the non-local part of the level-1 momentum generator. In order to do this, we
read off the following dual structure constants from (A.10):

−f P̂ρ D̂
P̂µ

= f D̂ P̂ρ

P̂µ
= 1

8
δρµ , −f P̂λ M̂νρ

P̂µ
= f M̂νρ P̂λ

P̂µ
= 1

8

(
ηνλδρµ − ηρλδνµ

)
, (6.7)

and all other structure constants f ab
P̂µ

vanish. Thus we have:

f cb
P̂µ

j
(0)
b (s1) j

(0)
c (s2) = −f D̂ P̂ρ

P̂µ
d(s1)pρ(s2)− f P̂ρ D̂

P̂µ
pρ(s1)d(s2)

−
∑
ν<ρ

(
f M̂νρ P̂λ

P̂µ
mνρ(s1)pλ(s2)− f P̂λ M̂νρ

P̂µ
pλ(s1)mνρ(s2)

)
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6.1. Maldacena-Wilson Loop

= − 1
8

(
d(s1)pµ(s2)− pµ(s1)d(s2) + 1

2

(
ηνλδρµ − ηρλδνµ

)
mνρ(s1)pλ(s2)

− 1
2

(
ηνλδρµ − ηρλδνµ

)
pλ(s1)mνρ(s2)

)
= − 1

8

(
d(s1)pµ(s2)− d(s2)pµ(s1) + [d(s2) , pµ(s1)]

−m ν
µ (s1)pν(s2) +m ν

µ (s2)pν(s1)−
[
m ν
µ (s2) , pν(s1)

] )
= − 1

8

( (
d(s1)pµ(s2)−m ν

µ (s1)pν(s2)
)
− (s1 ↔ s2)

)
+ 1

2
δ(s1 − s2)pµ(s1) .

Upon integration over s1 and s2 the commutator term will lead to a contribution
proportional to P (0)

µ , which annihilates 〈W (C)〉. Moreover, the Yangian algebra is
invariant under J (1)

a → J (1)
a + βJ (0)

a , as one can easily deduce from (3.37) and (3.38).
We therefore drop this contribution to the level-1 momentum generator. Furthermore,
we scale the level-1 generator by a factor of 8 to reach a more convenient form. This
merely corresponds to a different choice of α in the Yangian algebra and affects neither
the algebraic structure nor the question of invariance. We thus have the following
expression for the non-local part of the level-1 momentum generator P (1)µ:

P
(1)µ
bos, nl =

∫
ds1ds2

{(
mµν(s1)− d(s1) η

µν
)
pν(s2)− (s1 ↔ s2)

}
θ(s2 − s1) . (6.8)

Before we can start the calculation, we need to discuss a regularisation for the
level-1 generator (6.8). This is necessary as the evaluation of P (1)µ

bos, nl on 〈W (C)〉(1) will
give rise to several divergent terms such as δ(0). These divergences appear when the
two functional derivative operators in P

(1)µ
bos, nl act at the same point on the loop. Hence

we can regulate them by replacing the ordering condition s1 < s2 in (6.8) by s1 < s2−ε,
thus introducing a regulator ε in parameter space. However, we still need to make sure
that the regulated level-1 momentum generator will give reparametrization invariant
curve integrals when applied to such. Therefore, we regulate by the condition

s1 < s2 − d(s2, ε) , where

s2∫
s2−d(s2,ε)

ds ‖ẋ(s)‖= ε . (6.9)

The implicit definition of d(s2, ε) encodes that the distance along the curve between
the points x(s1) and x(s2) must always be greater than ε, which is an explicitly repa-
rametrization invariant condition. The regulated level-1 momentum generator is then
given by

P
(1)µ
bos, nl, ε =

∫
s1<s2−d(s2,ε)

ds1ds2

{(
mµν(s1)− d(s1) η

µν
)
pν(s2)− (s1 ↔ s2)

}
. (6.10)

Before turning to the calculation of P (1)µ
bos, nl 〈W (C)〉(1), we rewrite the generator in a form

that is better suited for computational purposes. In order to simplify the calculation
it is very convenient to use the arc-length parametrization1, where ẋ2 ≡ −1. Then the

1In appendix C, we discuss for which curves this is possible. We will restrict ourselves to spacelike
curves, for which this can be achieved.
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regulating function takes an especially simple form,

ẋ2 ≡ −1 ⇒ d(s2, ε) = ε ∀ s2 .

We point out the use of such a parametrization by writing explicit boundaries 0 and
L for the curve integral. As discussed before, one is not allowed to fix a certain
parametrization before having applied the functional derivatives and we will switch
to arc-length parametrization only after that, then setting d(s2, ε) = ε. Keeping this
in mind, we may rewrite

P
(1)µ
bos, nl, ε =

∫
ds1ds2

{(
mµν(s1)− d(s1) η

µν
)
pν(s2)− (s1 ↔ s2)

}
θ(s2 − s1 − ε)

=

∫
ds1ds2

(
mµν(s1)− d(s1) η

µν
)
pν(s2)

(
θ(s2 − s1 − ε) + θ(s2 − s1 + ε)

)
−
∫

ds1(m
µν(s1)− d(s1) η

µν )

∫
ds2 pν(s2) ,

where we have used θ(s) = 1 − θ(s). The second term factorizes to (Mµν − Dηµν)Pν
and we know already that it annihilates I12 defined in (5.14). Hence we only need to
study the action of the generator

P
(1)µ
bos, nl, ε =

∫
ds1ds2

(
mµν(s1)− d(s1) η

µν
)
pν(s2) θ(s2 − s1 − ε) + (ε→ −ε) , (6.11)

which we further rewrite:

P
(1)µ
bos, nl, ε =

∫
ds1ds2N

µνρσxν(s1)
δ

δxρ(s1)

δ

δxσ(s2)
(θ(s2 − s1 − ε) + θ(s2 − s1 + ε)) ,

Nµνρσ : = ηµνηρσ − ηµρηνσ − ηµσηνρ .

Using this form, we start by calculating the double functional derivative of I12 multi-
plied with xν(s1). By virtue of (5.19) and (5.20) we find:

xν(s1)
δ

δxρ(s1)

δ

δxσ(s2)

ẋ(τ1)ẋ(τ2)− |ẋ(τ1)||ẋ(τ2)|
(x(τ1)− x(τ2))2

=

=
xν(s1)

(x1 − x2)
2

[(
ηρσ −

ẋσ(τ2)ẋρ(τ1)

|ẋ(τ2)||ẋ(τ1)|

)
∂τ1δ(τ1 − s1)∂τ2δ(τ2 − s2)

+

(
ηρσ −

ẋσ(τ1)ẋρ(τ2)

|ẋ(τ1)||ẋ(τ2)|

)
∂τ2δ(τ2 − s1)∂τ1δ(τ1 − s2)

+

(
ẋσ(τ1)ẋρ(τ1)|ẋ(τ2)|

|ẋ(τ1)|3
− ηρσ

|ẋ(τ2)|
|ẋ(τ1)|

)
∂τ1δ(τ1 − s1)∂τ1δ(τ1 − s2)

+

(
ẋσ(τ2)ẋρ(τ2)|ẋ(τ1)|

|ẋ(τ2)|3
− ηρσ

|ẋ(τ1)|
|ẋ(τ2)|

)
∂τ2δ(τ2 − s1)∂τ2δ(τ2 − s2)

]
− 2xν(s1)

(x1 − x2)4

{
(xρ(τ1)− xρ(τ2))(δ(τ1 − s1)− δ(τ2 − s1))

[
ẋσ(τ1)∂τ2δ(τ2 − s2)

+ ẋσ(τ2)∂τ1δ(τ1 − s2)−
|ẋ(τ1)|
|ẋ(τ2)|

ẋσ(τ2)∂τ2δ(τ2 − s2)−
|ẋ(τ2)|
|ẋ(τ1)|

ẋσ(τ1)∂τ1δ(τ1 − s2)
]
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+ (xσ(τ1)− xσ(τ2))(δ(τ1 − s2)− δ(τ2 − s2))
[
ẋρ(τ1)∂τ2δ(τ2 − s1)

+ ẋρ(τ2)∂τ1δ(τ1 − s1)−
|ẋ(τ1)|
|ẋ(τ2)|

ẋρ(τ2)∂τ2δ(τ2 − s1)−
|ẋ(τ2)|
|ẋ(τ1)|

ẋρ(τ1)∂τ1δ(τ1 − s1)
]

+ (ẋ1ẋ2 − |ẋ1||ẋ2|)ηρσ(δ(τ1 − s2)− δ(τ2 − s2))(δ(τ1 − s1)− δ(τ2 − s1))
}

+
8xν(s1)

(x1 − x2)6
(ẋ1ẋ2 − |ẋ1||ẋ2|)(xσ(τ1)− xσ(τ2))(xρ(τ1)− xρ(τ2))·

· (δ(τ1 − s2)− δ(τ2 − s2))(δ(τ1 − s1)− δ(τ2 − s1)) .

We order the above result by the structure of the delta functions and derivatives
that appear in it. To abbreviate, we use that the Wilson loop integral is symmetric
under (τ1 ↔ τ2). Additionally, we now fix the parametrization to be of unit-speed,
demanding that |ẋ| = i. Then we get the following expression (where by =̂ we mean
that the expression on the right-hand side gives the same result when integrated over
τ1 and τ2 in parametrization by arc-length):

xν(s1)
δ

δxρ(s1)

δ

δxσ(s2)

ẋ(τ1)ẋ(τ2)− |ẋ(τ1)||ẋ(τ2)|
(x(τ1)− x(τ2))2

=̂

=̂ xν(s1)
{
F (1)
ρσ (τ1, τ2)∂τ1δ(τ1 − s1)∂τ1δ(τ1 − s2) + F (2)

ρσ (τ1, τ2)∂τ1δ(τ1 − s1)∂τ2δ(τ2 − s2)
+ F (3)

ρσ (τ1, τ2)(δ(τ1 − s1)− δ(τ2 − s1))∂τ1δ(τ1 − s2)
+ F (3)

σρ (τ1, τ2)(δ(τ1 − s2)− δ(τ2 − s2))∂τ1δ(τ1 − s1)
+ F (4)

ρσ (τ1, τ2)(δ(τ1 − s2)− δ(τ2 − s2))(δ(τ1 − s1)− δ(τ2 − s1))
}
. (6.12)

Here, we defined:

F (1)
ρσ (τ1, τ2) : = − 2

x2
12

(ẋ1ρẋ1σ + ηρσ) , F (2)
ρσ (τ1, τ2) :=

2

x2
12

(ẋ1ρẋ2σ + ηρσ) , (6.13)

F (3)
ρσ (τ1, τ2) : =

4

x4
12

x12ρẋ12σ , F (4)
ρσ (τ1, τ2) := 2

ẋ1ẋ2 + 1

x4
12

(
4
x12ρx12σ

x2
12

− ηρσ
)
. (6.14)

We denote the contribution to P
(1)µ
bos, nl, ε〈W (C)〉(1) of the above terms by Cµ

i ,

Cµ
i :=

L∫
0

dτ1dτ2ds1ds2
{

(θ(s2 − s1 − ε)cµi (τ1, τ2, s1, s2)) + (ε→ −ε)
}
, (6.15)

and we define:

cµ1 (τ1, τ2, s1, s2) := Nµνρσxν(s1)F
(1)
ρσ (τ1, τ2)∂τ1δ(τ1 − s1)∂τ1δ(τ1 − s2) , (6.16)

cµ2 (τ1, τ2, s1, s2) := Nµνρσxν(s1)F
(2)
ρσ (τ1, τ2)∂τ1δ(τ1 − s1)∂τ2δ(τ2 − s2) , (6.17)

cµ3 (τ1, τ2, s1, s2) := Nµνρσxν(s1)F
(3)
ρσ (τ1, τ2)(δ(τ1 − s1)− δ(τ2 − s1))∂τ1δ(τ1 − s2) , (6.18)

cµ4 (τ1, τ2, s1, s2) := Nµνρσxν(s1)F
(3)
σρ (τ1, τ2)(δ(τ1 − s2)− δ(τ2 − s2))∂τ1δ(τ1 − s1) , (6.19)

cµ5 (τ1, τ2, s1, s2) := Nµνρσxν(s1)F
(5)
ρσ (τ1, τ2)(δ(τ1 − s2)− δ(τ2 − s2))·

· (δ(τ1 − s1)− δ(τ2 − s1)) . (6.20)
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With these definitions, we have:

P
(1)µ
bos, nl, ε〈W (C)〉(1) = − λ

16π2

5∑
i=1

Cµ
i .

We first discuss these terms separately, integrating out the delta-functions. For ex-
plicitness, we spell out the calculation for Cµ

1 . Consider the integral2∫ L

0

dτ1dτ2F
(1)
ρσ (τ1, τ2)

∫ L

0

ds1ds2θ(s2 − s1 − ε)xν(s1)∂τ1δ(τ1 − s1)∂τ1δ(τ1 − s2)

= −
∫ L

0

dτ1dτ2 F
(1)
ρσ (τ1, τ2)

∫ L

0

ds1 xν(s1) δ(τ1 − s1 − ε) ∂s1δ(τ1 − s1)

=

∫ L

0

dτ1dτ2F
(1)
ρσ (τ1, τ2)

∫ L

0

ds1 δ(τ1 − s1) ∂s1(xν(s1)δ(τ1 − s1 − ε))

=

∫ L

0

dτ1dτ2F
(1)
ρσ (τ1, τ2)ẋν(τ1)δ(−ε)

+

∫ L

0

dτ1dτ2F
(1)
ρσ (τ1, τ2)

∫ L

0

ds1 xν(s1) δ(τ1 − s1) ∂εδ(τ1 − s1 − ε)

=

∫ L

0

dτ1dτ2F
(1)
ρσ (τ1, τ2)ẋν(τ1)δ(ε) + ∂ε

∫ L

0

dτ1dτ2F
(1)
ρσ (τ1, τ2)xν(τ1)δ(ε) .

Using that δ(ε) = δ(−ε) and ∂εδ(ε) = −∂−εδ(−ε) we get:

Cµ
1 = 2

∫ L

0

dτ1dτ2N
µνρσF (1)

ρσ (τ1, τ2)ẋν(τ1)δ(ε) . (6.21)

In a similar fashion we get the following results:

Cµ
2 =

∫ L

0

dτ1dτ2N
µνρσF (2)

ρσ (τ1, τ2)ẋν(τ1) (δ(τ2 − τ1 − ε) + δ(τ2 − τ1 + ε)) ,

+ ∂ε

∫ L

0

dτ1dτ2N
µνρσF (2)

ρσ (τ1, τ2)xν(τ1) (δ(τ2 − τ1 − ε)− δ(τ2 − τ1 + ε)) , (6.22)

Cµ
3 = 2

∫ L

0

dτ1dτ2N
µνρσF (3)

ρσ (τ1, τ2)xν(τ1)δ(ε) ,

−
∫ L

0

dτ1dτ2N
µνρσF (3)

ρσ (τ1, τ2)xν(τ1) (δ(τ1 − τ2 − ε) + δ(τ1 − τ2 + ε)) , (6.23)

2To reach the third line, we perform an integration by parts without discussing the boundary
term, which is given by

B = −
∫ L

0

dτ1dτ2F
(1)
ρσ (τ1, τ2) (xν(L) δ(τ1 − L− ε) δ(τ1 − L)− xν(0) δ(τ1 − ε) δ(τ1))

= −
∫ L

0

dτ2

(
F (1)
ρσ (L, τ2)xν(L)− F (1)

ρσ (0, τ2)xν(0)
)
δ(−ε) .

This vanishes because of the periodicity of the parametrization, which carries over to F
(1)
ρσ (τ1, τ2).

The boundary terms appearing in the calculation of the other Cµi can be discussed similarly.
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6.1. Maldacena-Wilson Loop

Cµ
4 =

∫ L

0

dτ1dτ2N
µνρσF (3)

σρ (τ1, τ2)ẋν(τ1)− 2

∫ L

0

dτ1dτ2N
µνρσF (3)

σρ (τ1, τ2)xν(τ1)δ(ε)

+

∫ L

0

dτ1dτ2N
µνρσF (3)

σρ (τ1, τ2)xν(τ1)(δ(τ2 − τ1 − ε) + δ(τ2 − τ1 + ε))

−
∫ L

0

dτ1dτ2N
µνρσF (3)

σρ (τ1, τ2)ẋν(τ1) (θ(τ2 − τ1 − ε) + θ(τ2 − τ1 + ε)) , (6.24)

Cµ
5 = −2

∫ L

0

dτ1dτ2N
µνρσF (4)

ρσ (τ1, τ2) (xν(τ1)− xν(τ2)) θ(τ2 − τ1 − ε) . (6.25)

Taking into account that NµνρσA[ρσ]ν = 0, we can simplify Cµ
3 + Cµ

4 to get

Cµ
3 + Cµ

4 =

∫ L

0

dτ1dτ2N
µνρσF (3)

σρ (τ1, τ2)ẋν(τ1)

−
∫ L

0

dτ1dτ2N
µνρσF (3)

σρ (τ1, τ2)ẋν(τ1) (θ(τ2 − τ1 − ε) + θ(τ2 − τ1 + ε))

= −
∫ L

0

dτ1dτ2N
µνρσF (3)

σρ (τ1, τ2)(ẋν(τ1)− ẋν(τ2)) (θ(τ2 − τ1 − ε)) . (6.26)

Inserting the contractions

NµνρσF (1)
ρσ (τ1, τ2)ẋ1ν = −6

ẋµ1
x2
12

, NµνρσF (2)
ρσ (τ1, τ2)ẋ1ν = 2

2ẋµ1 + ẋµ2
x2
12

, (6.27)

NµνρσF (2)
ρσ (τ1, τ2)x1ν =

2

x2
12

(2xµ1 + xµ1 (ẋ1ẋ2)− ẋµ1 (x1ẋ2)− ẋµ2 (x1ẋ1)) , (6.28)

NµνρσF (3)
σρ (τ1, τ2)ẋ12ν = 8

ẋ1ẋ2 + 1

x4
12

xµ12 , (6.29)

NµνρσF (4)
ρσ (τ1, τ2)x12ν = −12

ẋ1ẋ2 + 1

x4
12

xµ12 , (6.30)

into (6.21) - (6.26) and using the (τ1 ↔ τ2)-symmetry of the integral we arrive at:

P
(1)µ
bos, nl, ε〈W (C)〉(1) = − λ

16π2

5∑
i=1

Cµ
i = − λ

16π2

{
− 6

∫ L

0

dτ1dτ2
ẋµ1 + ẋµ2

(x1 − x2)2
δ(ε)

+ 6

∫ L

0

dτ1dτ2
ẋµ1

(x1 − x2)2
(δ(τ2 − τ1 − ε) + δ(τ2 − τ1 + ε))+

+ 2 ∂ε

∫ L

0

dτ1dτ2
2xµ1 + xµ1 (ẋ1ẋ2)− ẋµ1 (x1ẋ2)− ẋµ2 (x1ẋ1)

(x1 − x2)2
(δ(τ2 − τ1 − ε)− δ(τ2 − τ1 + ε))

+ 16

∫ L

0

dτ1dτ2
ẋ1ẋ2 + 1

(x1 − x2)4
(x1 − x2)

µθ(τ2 − τ1 − ε)
}
. (6.31)

We now expand the two middle terms. At this point the arc-length parametrization
turns out to be very useful, not only because of the absence of expressions like |ẋ1||ẋ2|,
but also because it provides the following identities, which we will use frequently:

ẋ2 ≡ −1⇒ ẋẍ ≡ 0⇒ ẍ2 + ẋx(3) ≡ 0⇒ 3ẍx(3) + ẋx(4) ≡ 0 .

51



Chapter 6. Yangian Symmetry of Maldacena-Wilson Loops

First, we expand the common denominator of the two terms up to order ε0, which
will turn out to suffice for our purposes. Noting that

(x(τ + ε)− x(τ))
2

= ε2
(
−1 + 1

4
ε2ẍ(τ)2 + 1

3
ε2 ẋ(τ) · x(3)(τ) +O(ε3)

)
= −ε2

(
1 + 1

12
ε2ẍ(τ)2 +O(ε3)

)
,

we find:

(x(τ + ε)− x(τ))
−2

= −ε−2 + 1
12
ẍ(τ)2 +O(ε) . (6.32)

Thus we immediately find:

6

∫ L

0

dτ1dτ2
ẋµ1

(x1 − x2)2
(δ(τ2 − τ1 − ε) + δ(τ2 − τ1 + ε)) =

= −12

ε2

∫
dτ ẋµ(τ) +

∫ L

0

dτ ẋµ(τ)ẍ(τ)2 +O(ε) . (6.33)

The expansion of the second term is more involved. Although the form it takes in
(6.31) seems to be convenient for an expansion, it is actually easier to expand the
antisymmetrized version

Ω : = ∂ε

∫ L

0

dτ1dτ2
2(x1 − x2)

µ + (x1 − x2)
µ(ẋ1ẋ2)− ẋµ1 (x1 − x2)ẋ2 − ẋµ2 (x1 − x2)ẋ1

(x1 − x2)2

(δ(τ2 − τ1 − ε)− δ(τ2 − τ1 + ε)) .

We expand the numerator up to order ε3. To abbreviate, we use the short-hand
notation x = x1 = x(τ), x2 = x(τ + ε). We find the following expansion:

2(x1 − x2)
µ + (x1 − x2)

µ(ẋ1ẋ2)− ẋµ1 (x1 − x2)ẋ2 − ẋµ2 (x1 − x2)ẋ1 =

= −2
(
εẋµ + 1

2
ε2ẍµ + 1

6
ε3x(3)µ

)
−
(
εẋµ + 1

2
ε2ẍµ + 1

6
ε3x(3)µ

)
ẋẋ2 +O(ε4)

+ ẋµ
(
εẋ+ 1

2
ε2ẍ+ 1

6
ε3x(3)

)
ẋ2 +

(
ẋµ + εẍµ + 1

2
ε2x(3)µ

)
ẋ
(
εẋ+ 1

2
ε2ẍ+ 1

6
ε3x(3)

)
= −2

(
εẋµ + 1

2
ε2ẍµ + 1

6
ε3x(3)µ

)
−
(
1
2
ε2ẍµ + 1

6
ε3x(3)µ

)
ẋ (ẋ+ εẍ) +O(ε4)

+ ẋµ
(
1
2
ε2ẍ+ 1

6
ε3x(3)

)
(ẋ+ εẍ)−

(
ẋµ + εẍµ + 1

2
ε2x(3)µ

) (
ε+ 1

6
ε3ẍ2

)
= −3 ε ẋµ − 3

2
ε2ẍµ − 2

3
ε3x(3)µ + 1

6
ε3ẋµẍ2 +O(ε4) . (6.34)

Combining (6.32) with (6.34), we find that

Ω = − 6

ε2

∫
dτ ẋµ(τ) +

4

3

∫ L

0

dτx(3)µ(τ)− 5

6

∫ L

0

dτ ẋµ(τ)ẍ2(τ) +O(ε) . (6.35)

Inserting (6.33) and (6.35) into (6.31) and using that∫
dτ ẋµ(τ) = 0 =

∫
dτx(3)µ(τ) ,

which certainly holds for smooth periodic curves, we get:

P
(1)µ
bos, nl, ε〈W (C)〉(1) = − λ

16π2

{
1

6

∫ L

0

dτ ẋµ(τ)ẍ2(τ)− 6

∫ L

0

dτ1dτ2
ẋµ1 + ẋµ2

(x1 − x2)2
δ(ε)

+ 16

∫ L

0

dτ1dτ2
ẋ1ẋ2 + 1

(x1 − x2)4
(x1 − x2)

µθ(τ2 − τ1 − ε) +O(ε)

}
. (6.36)
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The second term is a double curve integral over a delta function which has a strictly
positive argument for any finite value of the regulator ε and we therefore drop this
term.

Moreover in the above result, the parametrization of the curve is still fixed to
arc-length, which makes explicit evaluations for example curves difficult. Hence we
are interested in a reparametrization invariant form of the above result. This is also
necessary to consider functional variations of the result. For the last term in (6.36)
this is obvious, but for the first term it is more difficult to find. Fortunately, we can
employ an analogy to the theory of spatial curves to rewrite∫ L

0

dτ ẋµ(τ)ẍ2(τ)

as a proper curve integral. For a spatial curve in R3 which is parametrized by arc-
length, the function κ(τ) = ‖ẍ(τ)‖ describes the planar curvature. From elementary
differential geometry, there is another formula available for κ(τ) which holds for any
parametrization,

κ(τ) =
‖ẋ(τ)× ẍ(τ)‖
‖ẋ(τ)‖3

.

Here, × denotes the vector-product in R3. To generalize to arbitrary dimensions we
rewrite:

κ(τ)2 =
ẋ(τ)2ẍ(τ)2 − (ẋ(τ) · ẍ(τ))2

ẋ(τ)6
.

This leads us to the following claim:∫ L

0

dτ ẋµ(τ)ẍ2(τ) =

∫
dτ ẋµ(τ)

ẋ(τ)2ẍ(τ)2 − (ẋ(τ) · ẍ(τ))2

ẋ(τ)6
.

Having guessed the right expression, it is easy to prove the above result. As ẋ2 ≡ −1

implies ẋ · ẍ ≡ 0, the statement clearly holds true if the right-hand-side is also given in
parametrization by arc-length. Thus, one only has to show that the right-hand-side
is really a reparametrization invariant curve integral. We do this in appendix C.2.

We can hence lift the constraint of arc-length parametrization, finding the following
reparametrization invariant result:

P
(1)µ
bos, nl, ε〈W (C)〉(1) = − λ

16π2

{
1

6

∫
dτ ẋµ(τ)

(
ẍ2

ẋ4
− (ẋ · ẍ)2

ẋ6

)
+O(ε)

+ 16

∫
dτ1dτ2

ẋ1ẋ2 − |ẋ1||ẋ2|
(x1 − x2)4

(x1 − x2)
µθ(τ2 − τ1 − d(τ2, ε))

}
. (6.37)

From the discussion of the complete level-1 momentum generator at the beginning
of this chapter, we recall that we still have the freedom to choose the level-1 density
p(1)µ(s). However, this will not compensate for the second term of the above result.
We therefore conclude that the Maldacena-Wilson loop is not invariant under the
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Chapter 6. Yangian Symmetry of Maldacena-Wilson Loops

Yangian symmetry Y (so(2, 4)) we have discussed. At this point, the reader may ask,
how one can be sure that it is impossible to rewrite the second term of (6.37) as a
single curve integral. After all, also the double integral assigns a four-vector to a given
curve. Before turning to this question, let us discuss the structure of our result in
some detail.

6.1.1 Discussion of the Result

As the second term in (6.37) is the one that prohibits the Yangian symmetry of
the Maldacena-Wilson loop, we start with it. At first, we notice that it is actually
divergent in the limit ε→ 0 for a large class of curves. This can be seen by taking the
derivative with respect to ε. Reverting again to arc-length parametrization, we find:

∂ε

∫ L

0

dτ1dτ2
ẋ1ẋ2 + 1

(x1 − x2)2
(x1 − x2)

µ θ(τ2 − τ1 − ε) = − 1

2ε

∫ L

0

dτ ẋµ(τ)ẍ(τ)2 +O(ε0) .

This shows that the result (6.37) is logarithmically divergent,

16

∫
dτ1dτ2

ẋ1ẋ2 − |ẋ1||ẋ2|
(x1 − x2)4

(x1 − x2)
µθ(τ2 − τ1 − d(τ2, ε)) =

= −8 ln ε

∫
dτ ẋµ(τ)

(
ẍ2

ẋ4
− (ẋ · ẍ)2

ẋ6

)
+ αµ(C) +O(ε) ,

The constant term αµ(C) lies beyond the scope of our above discussion. Using this
form of our result, we are now in a position to answer the legitimate question, whether
we could just have regulated in parameter space which would have simplified our
formulas. While this clearly would not have given reparametrization invariant curve
integrals for finite ε one could have hoped that the limit ε → 0 would be unaffected.
To answer this question, consider a scaling reparametrization

τ : [λa, λb]→ [a, b] , τ(s) =
s

λ
.

As the integrand in∫
dτ1dτ2

ẋ1ẋ2 − |ẋ1||ẋ2|
(x1 − x2)4

(x1 − x2)
µθ(τ2 − τ1 − d(τ2, ε))

is invariant, the scaling only affects the boundaries of the integral, which results in
ε→ λε. Expanding then as before, we get:

αµ(C)→ αµ(C)− 8 lnλ

∫
dτ ẋµ(τ)

(
ẍ2

ẋ4
− (ẋ · ẍ)2

ẋ6

)
.

Hence, the reparametrization invariance would have been violated at order ε0.
To understand the coefficient of the divergence better, consider the following ex-

ample curve:

x(τ) = (0 , cos τ + cos 2τ , sin τ , 0) .
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6.1. Maldacena-Wilson Loop

Figure 6.1: Sketch of the example curve x(τ) = (0 , cos τ + cos 2τ , sin τ , 0).
We have indicated the tangent vector ẋ and ẍ in arc-length parametrization
at two points related to each other by the mirror symmetry.

Numerically, one finds the following result:∫
dτ ẋµ(τ)

(
ẍ2

ẋ4
− (ẋ · ẍ)2

ẋ6

)
=
(
0, −8 · 10−14, −148.3, 0

)
.

The (numerical) zero in the second entry reflects that our example curve has a mirror
symmetry about the x1-axis, see figure 6.1. For any curve that has a mirror symmetry
about some axis, the component of the curve integral parallel to this axis will vanish:
Consider the curve in parametrization by arc-length and match the points related to
each other by the mirror symmetry. The expression ẍ2 at the related points must
be the same, while the components of the velocity vectors parallel to the symmetry
axis have opposite signs. Hence this component of the local term vanishes. As a
consequence, we find that for all curves which are contained in a two-dimensional
spatial subspace of R(1,3) and have two symmetry axes - e.g. an ellipsis - the local
term vanishes and thence that our result (6.37) is not divergent as ε→ 0.

The constant term αµ(C) is difficult to evaluate for a general curve. This becomes
easier for curves for which the coefficient of the divergence vanishes. The easiest
example is a circle in a spacelike subspace of Minkowski space. It will be instructive
to work out the bosonic result for this curve. Consider the parametrization

x(τ) = (0 , cos τ , sin τ , 0) .

As the result is non-divergent, we can safely take the limit ε → 0. Abbreviating
ci := cos τi, si := sin τi, we have:

lim
ε→0

P
(1) 1
bos, ε〈W (C)〉1 = − λ

π2

∫ 2π

0

dτ1dτ2 θ(τ2 − τ1)
c1 − c2

4(1− c1c2 − s1s2)
=
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=

∫ π

0

dτ1dτ2 θ(τ2 − τ1)
c1 − c2

4(1− c1c2 − s1s2)
+

∫ 2π

π

dτ1dτ2 θ(τ2 − τ1)
c1 − c2

4(1− c1c2 − s1s2)

+

∫ π

0

dτ1

∫ 2π

π

dτ2
c1 − c2

4(1− c1c2 − s1s2)

=

∫ π

0

dτ1dτ2 θ(τ2 − τ1)
c1 − c2

4(1− c1c2 − s1s2)
+

∫ π

0

dτ ′1dτ
′
2 θ(τ

′
2 − τ ′1)

c′2 − c′1
4(1− c′1c′2 − s′1s′2)

+

∫ π

0

dτ1dτ
′
2

c1 + c′2
4(1 + c1c′2 + s1s′2)

.

In the last step, we substituted τ ′i = τi− π. The first two terms cancel and we are left
with

lim
ε→0

P
(1)µ
bos, nl, ε〈W (C)〉(1) =

∫ π

0

dτ1dτ2
c1 + c2

4(1 + c1c2 + s1s2)

By performing the substitution τ ′i = π − τi, we see that

lim
ε→0

P
(1) 1
bos, nl, ε〈W (C)〉(1) = − lim

ε→0
P

(1) 1
bos, nl, ε〈W (C)〉(1) ⇒ lim

ε→0
P

(1) 1
bos, nl, ε〈W (C)〉(1) = 0 .

Based on symmetry arguments one might now expect, that also P
(1) 2
bos, ε〈W (C)〉1 van-

ishes. But this is not the case. We find:

lim
ε→0

P
(1) 2
bos, nl, ε〈W (C)〉(1) = − λ

π2

∫ 2π

0

dτ1dτ2 θ(τ2 − τ1)
s1 − s2

4(1− c1c2 − s1s2)

= − λ

4π2

∫ π

0

dτ1dτ2
s1 + s2

1 + c1c2 + s1s2
.

To reach the last line, we performed the same substitutions as for the other component.
The above result must be different from zero as

sin τ1 + sin τ2
1 + cos τ1 cos τ2 + sin τ1 sin τ2

=
sin τ1 + sin τ2

1 + cos (τ1 − τ2)
> 0 ∀τ1 , τ2 ∈ (0 , π) .

A numerical evaluation shows that

lim
ε→0

P
(1) 2
bos, nl, ε〈W (C)〉(1) ' −

λ

π
.

The reason for this peculiar behaviour of the result is that in choosing a certain para-
metrization for the curve, we have picked a starting point. Due to the path-ordering
in the double curve integral, this breaks the symmetry of the problem. Indeed, if we
choose a parametrization with a different starting point, the result will be different.
Thus it is clear that it is impossible to express αµ(C) as a single curve integral, because
they have the property to give the same result when evaluated using parametrizations
with different starting points. Note that this property is more general than the repara-
metrization invariance introduced in appendix C. It is thus clear that it is impossible
to reach invariance by choosing a level-1 density p(1)µ(s).

Not having found Yangian invariance, one could raise the question, whether there
exist curves, for which αµ(C) = 0. This is a rather difficult task and as it has already
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failed for the very simple example of a circle, we do not pursue it further. It should
also be pointed out that such curves would only correspond to extremal points under
the transformation generated by the level-1 momentum generator.

In the following section we pursue a different ansatz. The disturbing term in
P

(1)µ
bos, ε〈W (C)〉1 is structurally similar to the gluino propagator (4.25). Hence there is

hope that the Maldacena-Wilson loop operator can be extended to include also the
fermionic fields in such a way that the action of the non-local part of the level-1
momentum generator gives a single curve integral. This extension is the topic of the
next section.

6.2 The Fermionic Extension of the Maldacena-

Wilson Loop

The above result points at a possible Yangian invariance of an extended Maldacena-
Wilson loop that includes also the gluino fields. It is natural to use supersymmetry
as a guiding principle in the construction of such an extension. By the inclusion of
supersymmetry generators, the conformal algebra so(2, 4) is extended to the super-
conformal algebra su(2, 2|4) discussed in chapter 3.2. The new underlying symmetry
algebra implies an extension of the non-local part of the level-1 momentum generator
P (1)µ. Let us fix the form of this generator before turning to the extension of the
Maldacena-Wilson loop.

The non-local part of the generator is fixed by the dual structure constants of the
superconformal algebra, which have been computed in [3]. Although they were using
different conventions, the structural form of the level-1 momentum generator can be
inferred from their result (4.51). This leads to the following ansatz:

P
(1)µ
nl =

∫
s1<s2

ds1ds2

{(
mµν(s1)− d(s1) η

µν
)
pν(s2)

+ c qA α̇(s1)σ
µ
αα̇ q

α
A(s2)− (s1 ↔ s2)

}
. (6.38)

Here, qαA(s) and qA α̇(s) denote the densities of the supersymmetry generators in some
superspace. Their exact form will be discussed later. The constant c can be fixed
from the commutation relations (3.38) of the Yangian algebra, which imply that[

Qα
A , P

(1)µ
nl

]
= 0 . (6.39)

From the commutation relations given in chapter 3.2, we read off:[
qαA(τ) , mµν(s1)

]
= − i

2
σµν αβ δ(s1 − τ) qAβ(s1) , (6.40)[

qαA(τ) , d(s1)
]

= 1
2
δ(s1 − τ) qαA(s1) , (6.41){

qαA(τ) , qB β̇(s1)
}

= 2i δBA δ(s1 − τ)σν αα̇ pν(s1) . (6.42)
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Making use of these commutators, we get:[
Qα
A , P

(1)µ
nl

]
=

∫
s1<s2

ds1ds2

{(
− i

2
σµν αβ qAβ(s1)− 1

2
qαA(s1) η

µν
)
pν(s2)

+ 2i c σν αβ̇ pν(s1)σ
µ

ββ̇
qβA(s2)− (s1 ↔ s2)

}
=

∫
s1<s2

ds1ds2

{(
− i

2
σµν αβ εγβ − 1

2
ηµν δαγ

− 2i c σν αβ̇σµ
β̇γ

)
qγA(s1) pν(s2)− (s1 ↔ s2)

}
.

Making use of (2.4) and (2.15), we find:

σν αβ̇σµ
β̇γ

= σ[ν αβ̇σ
µ]

β̇γ
+ σ(ν αβ̇σ

µ)

β̇γ
= i σµν αβ εγβ + ηµν δαγ . (6.43)

Thus we have:[
Qα
A , P

(1)µ
nl

]
=

∫
s1<s2

ds1ds2

{( (
2c− i

2

) (
σµν αβ εγβ − i ηµνδαγ

) )
qγA(s1) pν(s2)− (s1 ↔ s2)

}
.

Demanding that (6.39) holds then enforces that c = i
4
. Hence we have the following

level-1 momentum generator in Y (su(2, 2|4):

P
(1)µ
nl, ε = P

(1)µ
bos, nl, ε + P

(1)µ
ferm, nl, ε , (6.44)

P
(1)µ
ferm, nl, ε =

i

4

∫
ds1ds2

{
qA α̇(s1)σ

µ
αα̇ q

α
A(s2)− (s1 ↔ s2)

}
θ(s2 − s1 − d(s2, ε)) . (6.45)

To include the gluino fields in the Maldacena-Wilson loop operator, we extend the
loop to a full non-chiral superspace, which we describe by the variables

xαα̇(τ) = σµαα̇xµ(τ) , θAα (τ) , θ̄Aα̇(τ) , y B
A (τ) .

The use of a non-chiral superspace parametrized by both θ and θ̄ variables is necessary,
if one hopes to find corrections to (6.37) from the action of P (1)µ

ferm ,ε on the expectation
value 〈W(C)〉 of the extended loop. Being a commuting variable, 〈W(C)〉 will only
contain terms which are of even order in the Graßmann variables. Corrections to
the bosonic result can then only occur, if the supersymmetry densities q and q both
contain Graßmann derivatives. The closure of the supersymmetry algebra enforces
the introduction of the bosonic variable y B

A . However, the supersymmetry generators

Qα
A =

∫
ds qαA(s) =

∫
ds
(
− δ

δθAα (s)
+ y B

A (s)
δ

δθBα (s)
+ i θ̄Aα̇(s)

δ

δxαα̇(s)

)
, (6.46)

Q
A α̇

=

∫
ds qA α̇(s) =

∫
ds
( δ

δθ̄Aα̇(s)
+ y A

B (s)
δ

δθ̄Bα̇(s)
− i θAα (s)

δ

δxαα̇(s)

)
, (6.47)

do not contain y-derivatives such that the extension in the y-variables will not give
corrections to the bosonic result. We will therefore set y = 0 in the remainder of this
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thesis, working with the supersymmetry generators

Qα
A =

∫
ds qαA(s) =

∫
ds
(
− δ

δθAα (s)
+ +i θ̄Aα̇(s)

δ

δxαα̇(s)

)
, (6.48)

Q
A α̇

=

∫
ds qA α̇(s) =

∫
ds
( δ

δθ̄Aα̇(s)
+−i θAα (s)

δ

δxαα̇(s)

)
. (6.49)

While the corrections to the bosonic result for the action of the level-1 momentum
generator are unaffected by this, restricting to the subspace y = 0 will not allow
us to check the invariance under the generators K, S, S, R and C, which contain y-
derivatives.

We make the following ansatz for the extended Maldacena-Wilson loop:

W(C) =
1

N
TrP exp

(
i I [A,ψ, ψ̃, φ;x, θ, θ̄]

)
, (6.50)

I [A,ψ, ψ̃, φ;x, θ, θ̄] =

∮
C

dτ (I0,0 + I1,0 + I0,1 + I1,1 + I2,0 + I0,2 + . . .) , (6.51)

Ii,j =

∮
C

dτ Ii,j . (6.52)

Here, the terms Ii,j are of order θi θ̄j. As we are constructing an extension of the
Maldacena-Wilson loop, we demand that

I0,0 = Aµ(x)ẋµ + ΦI(x)|ẋ|nI = 1
2
ẋαα̇A

αα̇ − 1
2
|ẋ|nABφAB . (6.53)

It is natural to require that the expectation value of the extended Maldacena-Wilson
loop is invariant under supersymmetry transformations in superspace. To implement
this requirement, we demand that

QαA(I) = Qα
A(I) QA α̇(I) = Q

A α̇
(I) . (6.54)

Here, Q and Q are the supersymmetry transformations of the fields which we discussed
in chapter 4.1. This requirement leads to an expectation value which is invariant under
supersymmetry transformations, since

Qα
A 〈W(C)〉 =

i

N
〈TrP (Qα

A(I) exp (iI))〉 =

=
i

N
〈TrP (QαA(I) exp (iI))〉 = 〈QαAW(C)〉 = 0 .

The last equation follows from the invariance of the vacuum state under supersymme-
try transformations. Equation (6.54) allows us to construct the terms in (6.52) order
by order. For the moment, we are only interested in the corrections to the expectation
value which are of order θθ̄. Yet, to be consistent to second order in the Graßmann
variables, we will also derive the form of I2,0 and I0,2. Furthermore, we will restrict
ourselves to terms which are linear in the fields, since we are only interested in the
one-loop expectation value 〈W(C)〉(1) of the extended Maldacena-Wilson loop. This is
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Figure 6.2: Depiction of the structure of I. Spinor and R-symmetry indices

are suppressed,
i,j
= denotes equality at order θiθ̄j .

taken care of by using the linearized supersymmetry field variations QαA lin and QA α̇lin ,
which are given by:

QαA lin(Aββ̇) = 2 i εαβ ψ̃β̇A QA α̇lin (Aββ̇) = −2 i εα̇β̇ ψAβ (6.55)

QαA lin(φ̄BC) =
√

2 i εABCD ψ
Dα QA α̇lin (φ̄BC) = −

√
2 i (ψ̃α̇B δ

A
C − ψ̃α̇C δAB) (6.56)

QαA lin(ψBβ) = i
2
Fαβ

lin δ
B
A QA α̇lin (ψBβ) = −

√
2 ∂βα̇ φAB (6.57)

QαA lin(ψ̃β̇B) = −
√

2 ∂β̇α φ̄AB QA α̇lin (ψ̃β̇B) = − i
2
F α̇β̇

lin δ
A
B (6.58)

The organization of this calculation is depicted in Figure 6.2. We will start by deter-
mining I1,0 and I0,1 from the equations

QαA lin(I0,0)
0,0
= Qα

A(I1,0) , QAα̇

lin (I0,0)
0,0
= Q

Aα̇
(I0,1) .

In these and the further equations of this type
i,j
= denotes equality at order θiθ̄j.

Making use of (6.55) - (6.58) we find:

QαA lin(I0,0) = i ẋα
β̇
ψ̃β̇A −

√
2 i |ẋ|nAB ψαB , (6.59)

QAα̇

lin (I0,0) = i ẋ α̇
β ψ βA −

√
2 i |ẋ|nAB ψ̃α̇B . (6.60)

From this we read off I1,0 and I0,1:

I1,0 = −i θAα ẋαβ̇ ψ̃
β̇
A +
√

2 i θAα |ẋ|nAB ψ αB , (6.61)

I0,1 = i θ̄A α̇ ẋ
α̇
β ψβA −

√
2 i θ̄A α̇ |ẋ|nAB ψ̃α̇B . (6.62)

The knowledge of I1,0 and I0,1 suffices to determine all terms in quadratic order. In
order to do so, we need to know the action of the supersymmetry field transformations
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on I1,0 and I0,1. With the knowledge of (6.55) - (6.58), these are easily determined:

QαA lin(I1,0) = −
√

2 i θBβ ẋ
β

β̇
∂β̇αφAB − 1√

2
θBβ |ẋ|nAB F

αβ
lin , (6.63)

QAα̇

lin (I1,0) = 1
2
θAα ẋ

α
β̇
F α̇β̇

lin − 2i θCβ |ẋ|nBC ∂βα̇φAB , (6.64)

QαA lin(I0,1) = 1
2
θ̄A β̇ ẋ

β̇
β Fαβ

lin + 2 i θ̄C β̇ |ẋ|nBC ∂β̇αφAB , (6.65)

QAα̇

lin (I0,1) =
√

2 i θ̄Bβ̇ ẋ
β̇
β ∂βα̇φAB − 1√

2
θ̄Bβ̇ |ẋ|nABF

α̇β̇
lin . (6.66)

Here, Fαβ
lin and F α̇β̇

lin denote the parts of Fαβ and F α̇β̇, which are linear in the gauge
fields Aµ,

Fαβ
lin = (∂µAν − ∂νAµ)σµν αβ , F α̇β̇

lin = (∂µAν − ∂νAµ)σµν α̇β̇ .

We can now apply (6.63) to determine I2,0 by imposing

QαA lin(I1,0)
1,0
= Qα

A(I2,0) . (6.67)

This gives the following result:

I2,0 = i√
2
θCγ θ

B
β ẋ

β

β̇
∂β̇γφCB + 1

2
√
2
θCγ θ

B
β |ẋ|nCB F

γβ
lin +

√
2 i εγβθCγ θ̇

B
β φCB . (6.68)

As the calculation, which shows that (6.67) is indeed satisfied, is a little more involved,
we will go through the details explicitly. We have to calculate the action of Qα

A on
I2,0. Since we are only interested in the linear order in θ this reduces to calculating
the (functional) θ-derivative of I2,0. We find:

Qα
A(I2,0)

1,0
= −

∫
dτ
{

i√
2

(
θBβ ẋ

β

β̇

(
∂β̇αφAB

)
− θCγ ẋαβ̇

(
∂β̇γφCA

))
+ 1

2
√
2

(
θBβ |ẋ|nAB F

αβ
lin − θCγ |ẋ|nCA F

γα
lin

)
+
√

2 i εαβ θ̇Bβ φAB

}
= −

∫
dτ
{√

2 i θBβ ẋ
(β

β̇
∂α)β̇φAB + 1√

2
θBβ |ẋ|nAB F

αβ
lin +

√
2 i θ̇Bα φAB

}
.

Employing the spinor identity Λ(αβ) = Λαβ + 1
2
εαβΛγ

γ and using integration by parts in
the last term, we arrive at (note the form (2.13) of the chain rule):

Qα
A(I2,0)

1,0
= −

∫
dτ
{√

2 i θBβ ẋ
β

β̇
∂β̇αφAB + i√

2
θBα ẋββ̇ ∂

ββ̇ φAB + 1√
2
θBβ |ẋ|nAB F

αβ
lin

− i√
2
θBα ẋββ̇ ∂

ββ̇ φAB

}
=

∫
dτ QαA lin(I1,0) .

A similar calculation shows that

I0,2 = i√
2
θ̄Aα̇ θ̄Bβ̇ ẋ

β̇
β ∂βα̇φAB − 1

2
√
2
θ̄Aα̇ θ̄Bβ̇ |ẋ|nAB F

α̇β̇
lin −

√
2 i εα̇β̇ θ̄Aα̇

˙̄θBβ̇ φ
AB (6.69)

gives a solution of

QAα̇

lin (I0,1)
0,1
= Q

Aα̇
(I0,2) . (6.70)
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We will now turn to the calculation that determines I1,1. As can be seen in figure 6.2,
we need to satisfy two equations:

QAα̇

lin (I1,0)−Q
Aα̇

(I0,0)
1,0
= Q

Aα̇
(I1,1) , (6.71)

QαA lin(I0,1)−Qα
A(I0,0)

0,1
= Qα

A(I1,1) . (6.72)

We start by calculating the left-hand side of these equations to inspire an educated
guess for I1,1. The supersymmetry field transformations of I0,1 and I1,0 are given in
(6.64) and (6.65). Hence we only have to calculate how Qα

A acts on I0,0:

Qα
A(I0,0) =

∫
ds dτ i θ̄A α̇(s)∂αα̇(s)

(
1
2
Aββ̇(x(τ)) ẋββ̇(τ)− 1

2
|ẋ(τ)|nBC φBC(x(τ))

)
=
i

2

∫
dτ
{

2 ˙̄θA α̇A
αα̇ + θ̄A α̇ ẋββ̇ ∂

αα̇Aββ̇ − ˙̄θA α̇
ẋαα̇

|ẋ| nBC φ
BC

− θ̄A α̇ |ẋ|nBC ∂αα̇φBC
}

=
i

2

∫
dτ
{
θ̄A α̇ ẋββ̇

(
∂αα̇Aββ̇ − ∂ββ̇Aαα̇

)
− ˙̄θA α̇

ẋαα̇

|ẋ| nBC φ
BC

− θ̄A α̇ |ẋ|nBC ∂αα̇φBC
}
.

In the last step, we used integration by parts to simplify. Making use of (2.17),

Fαα̇ββ̇ = i
2
εα̇β̇Fαβ + i

2
εαβF α̇β̇ ,

for the linear part of Fµν, we arrive at

Qα
A(I0,0) =

i

2

∫
dτ
{
i
2
θ̄A α̇

(
ẋα

β̇
F α̇β̇

lin − ẋ α̇
β Fαβ

lin

)
− ˙̄θA α̇

ẋαα̇

|ẋ| nBC φ
BC

− θ̄A α̇ |ẋ|nBC ∂αα̇φBC
}
. (6.73)

Combinig this with (6.65), we have the following condition for I1,1:

−
∫

ds
δ

δθαA(s)
(I1,1) = QαA lin(I0,1)−Qα

A(I0,0) =

=

∫
dτ
{

1
4
θ̄A α̇

(
ẋα

β̇
F α̇β̇

lin + ẋ α̇
β Fαβ

lin

)
+ i

2
θ̄A α̇|ẋ|nBC ∂αα̇φBC

+ 2 i θ̄C α̇|ẋ|nBC ∂αα̇φAB + i
2

˙̄θA α̇
ẋαα̇

|ẋ| nBC φ
BC
}
. (6.74)

In the same fashion we find the second condition for I1,1:∫
ds

δ

δθ̄A α̇(s)
(I1,1) = QA α̇lin (I0,1)−Q

A α̇
(I0,0) =

=

∫
dτ
{

1
4
θAα

(
ẋα

β̇
F α̇β̇

lin + ẋ α̇
β Fαβ

lin

)
− i

2
θAα |ẋ|nBC ∂αα̇φBC

− 2i θCβ |ẋ| n̄BC ∂βα̇φAB − i
2
θ̇Aα̇

ẋαα̇

|ẋ| nBC φ
BC
}
. (6.75)
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With regard to (6.74), we construct the following ansatz:

I1,1 = − 1
4
θAα θ̄Aα̇

(
ẋα

β̇
F α̇β̇

lin + ẋ α̇
β Fαβ

lin

)
− i

2
θAα θ̄A α̇|ẋ|nBC ∂αα̇φBC

− 2 i θAα θ̄C α̇|ẋ|nBC ∂αα̇φAB − i
2
θAα

˙̄θA α̇
ẋαα̇

|ẋ| nBC φ
BC + i

2
θ̇Aα̇ θ̄Aα̇

ẋαα̇

|ẋ| nBC φ
BC . (6.76)

This obviously satisfies (6.74) and we now show that it also satisfies (6.75). Taking a
closer look, one realizes that only the two middle terms do not immediately give the
respective expressions in (6.75). For these, we have:∫

ds
δ

δθ̄A α̇(s)

(
− i

2
θDα θ̄D β̇|ẋ|nBC ∂αβ̇φBC − 2 i θDα θ̄C β̇|ẋ|nBC ∂αβ̇φDB

)
=

= i
2
θAα |ẋ|nBC ∂αα̇φBC + 2 i θDα |ẋ|nBA ∂αα̇φDB

= i
2
θAα |ẋ|nBC ∂αα̇φBC + i

2
θDα |ẋ| εBAKL nKL ∂αα̇φMNεDBMN

= − i
2
θAα |ẋ|nBC ∂αα̇φBC − 2 i θDα |ẋ|nBD ∂αα̇φAB .

Hence (6.75) is also satisfied. This concludes the construction of the exponent of
the supersymmetrically extended Maldacena-Wilson loop. For purposes of clarity, we
recall our results:

I0,0 = 1
2
ẋαα̇A

αα̇ − 1
2
|ẋ|nAB φAB , (6.77)

I1,0 = −i θAα ẋαβ̇ ψ̃
β̇
A +
√

2 i θAα |ẋ|nAB ψ αB , (6.78)

I0,1 = i θ̄A α̇ ẋ
α̇
β ψβA −

√
2 i θ̄A α̇ |ẋ|nAB ψ̃α̇B , (6.79)

I2,0 = i√
2
θCγ θ

B
β ẋ

β

β̇
∂β̇γφCB + 1

2
√
2
θCγ θ

B
β |ẋ|nCB F

γβ
lin +

√
2 i εγβθCγ θ̇

B
β φCB , (6.80)

I0,2 = i√
2
θ̄Aα̇ θ̄Bβ̇ ẋ

β̇
β ∂βα̇φAB − 1

2
√
2
θ̄Aα̇ θ̄Bβ̇ |ẋ|nAB F

α̇β̇
lin −

√
2 i εα̇β̇ θ̄Aα̇

˙̄θBβ̇ φ
AB , (6.81)

I1,1 = − 1
4
θAα θ̄Aα̇

(
ẋα

β̇
F α̇β̇

lin + ẋ α̇
β Fαβ

lin

)
− i

2
θAα θ̄A α̇|ẋ|nBC ∂αα̇φBC

− 2 i θAα θ̄C α̇|ẋ|nBC ∂αα̇φAB − i
2
θAα

˙̄θA α̇
ẋαα̇

|ẋ| nBC φ
BC + i

2
θ̇Aα̇ θ̄Aα̇

ẋαα̇

|ẋ| nBC φ
BC . (6.82)

Using the above results, we can now calculate the vacuum expectation value 〈W(C)〉
of the extended loop to first order in perturbation theory. We have:

〈W(C)〉 =

〈
1

N
TrP exp

(
i

∮
dτ (I0,0 + I1,0 + I0,1 + I1,1 + . . .)

)〉
= 1− 1

2N
Tr
{∫

dτ1dτ2
(
〈I0,0(τ1) I0,0(τ2)〉+ 〈I1,0(τ1) I0,1(τ2)〉

+ 〈I0,1(τ1) I1,0(τ2)〉+ 〈I0,0(τ1) I1,1(τ2)〉+ 〈I1,1(τ1) I0,0(τ2)〉
)}

+O(θ2)

+O(θ̄ 2) +O(λ2)

= 1− 1

2N

∫
dτ1dτ2 Tr〈I0,0(τ1) I0,0(τ2)〉 −

1

N

∫
dτ1dτ2 Tr〈I1,0(τ1) I0,1(τ2)〉

− 1

N

∫
dτ1dτ2 Tr〈I0,0(τ1) I1,1(τ2)〉+O(θ2) +O(θ̄ 2) +O(λ2) . (6.83)

In the last step, we performed a change of variables (τ1 ↔ τ2), used the cyclicity of
the trace and the fact that the Ii,j are commuting variables. From the discussion in
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chapter 5, we already know that

Tr〈I0,0(τ1) I0,0(τ2)〉 =
g2N2

8π2

ẋ1ẋ2 − |ẋ1||ẋ2|
(x1 − x2)2

. (6.84)

For the next term, we calculate:

Tr〈I1,0(τ1) I0,1(τ2)〉 = Tr(T aT b)
〈(
−i θ1Aα ẋ α

1 β̇
ψ̃β̇ aA (x1) +

√
2 i θ1

A
α |ẋ1|nAB ψ αB a(x1)

)
(
i θ̄2C α̇ ẋ

α̇
2 β ψβC b(x2) −

√
2 i θ̄2C α̇ |ẋ2|nCD ψ̃α̇ bD (x2)

)〉
= Tr(T aT b)

{
−θ1Aα ẋ α

1 β̇
θ̄2C α̇ ẋ

α̇
2 β

〈
ψ̃β̇ aA (x1)ψ

βC b(x2)
〉

− 2 θ1
A
α θ̄2C α̇ |ẋ1||ẋ2|nAB nCD

〈
ψ αB a(x1) ψ̃

α̇ b
D (x2)

〉}
= − ig

2N2

4π2

1

x4
12

θ1
A
α θ̄2A α̇

(
ẋαβ̇1 ẋβα̇2 x12 ββ̇ + |ẋ1||ẋ2|x αα̇

12

)
.

In the last step, we inserted the gluino propagator (4.25) and made use of the identity
(2.32). We now use the Fierz identity (2.20) to rewrite

θ1
A
α θ̄2A α̇ = − 1

2

(
θ̄2σµθ1

)
σµα̇α .

Using the identity (2.22) for the trace of four sigma-matrices, we find:

Tr〈I1,0(τ1) I0,1(τ2)〉 =
ig2N2

4π2

(
θ̄2σµθ1

) {
ẋµ2

ẋ1x12

x4
12

+ ẋµ1
ẋ2x12

x4
12

− iεµνρκ ẋ2 νx12 ρẋ1κ

x4
12

− ẋ1ẋ2 − |ẋ1||ẋ2|
x4
12

xµ12

}
.

We rewrite

ẋ1x12

x4
12

= − 1
2
∂τ1

1

x2
12

,
ẋ2x12

x4
12

= 1
2
∂τ2

1

x2
12

to perform an integration by parts and arrive at the final result:∫
dτ1dτ2 Tr〈I1,0(τ1) I0,1(τ2)〉 =

ig2N2

8π2

∫
dτ1dτ2

{
θ̄2σµθ̇1

ẋµ2
x2
12

− ˙̄θ2σµθ1
ẋµ1
x2
12

}
− ig2N2

4π2

∫
dτ1dτ2

(
θ̄2σµθ1

) { ẋ1ẋ2 − |ẋ1||ẋ2|
x4
12

xµ12 + iεµνρκ
ẋ2 νx12 ρẋ1κ

x4
12

}
. (6.85)

To calculate the expectation value

Tr〈I0,0(τ1) I1,1(τ2)〉

it is convenient to first replace the spinor indices in I1,1 by spacetime indices. Making

use of (2.15) and (2.18) we rewrite Fαβ
lin and F α̇β̇

lin in the following way:

Fαβ
lin = (∂µAν − ∂νAµ)σµν αβ = i (∂µAν − ∂νAµ)

(
σµαδ̇σν γ̇β

)
εγ̇δ̇ = 2i ∂

(α
γ̇A

β)γ̇ =

= 2i ∂αγ̇A
βγ̇ − i εαβ ∂γγ̇ Aγγ̇ ,

F α̇β̇
lin = −2i ∂α̇γA

β̇γ − i εα̇β̇ ∂γγ̇ Aγγ̇ .
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Combining the above, we have:

1
4
θ̄Aα̇ θ

A
α

(
ẋα

β̇
F α̇β̇

lin + ẋ α̇
β Fαβ

lin

)
= i

4

(
θ̄σµθ

)
σµαα̇

(
ẋβα̇∂αγ̇Aβγ̇ − ẋαβ̇∂α̇γAβ̇γ

)
=

= i
4

(
θ̄σµθ

) (
Tr
(
σµσνσλσρ

)
− Tr

(
σµσρσλσν

))
ẋν ∂ρAλ =

(
θ̄σµθ

)
εµνλρ ẋν ∂ρAλ .

This allows us, to write I1,1 in the following form:

I1,1 =
(
θ̄σµθ

)
εµνλρ ẋν ∂ρAλ + i

2

(
θ̄σµθ

)
|ẋ|nBC ∂µφBC + 2i

(
θ̄Cσµθ

A
)
|ẋ|nBC∂µφAB

+ i
2

(
˙̄θσµθ − θ̄σµθ̇

) ẋµ

|ẋ|
nBC φ

BC .

Hence we have:

Tr〈I0,0(τ1) I1,1(τ2)〉 = Tr
(
T aT b

)〈(
ẋκ1A

a
κ(x1)− 1

2
|ẋ1|nEF φEF a(x1)

)
((
θ̄2σµθ2

)
εµνλρ ẋ2 ν ∂2 ρA

b
λ(x2) + i

2

(
θ̄2σµθ2

)
|ẋ2|nBC ∂µ2 φBC b(x2)

+ 2i
(
θ̄2Cσµθ

A
1

)
|ẋ2|nBC∂µ2 φ

b

AB(x2) + i
2

(
˙̄θ2σµθ2 − θ̄2σµθ̇2

) ẋµ2
|ẋ2|

nBC φ
BC b(x2)

)〉
=

= Tr
(
T aT b

){(
θ̄2σµθ2

)
εµνλρẋκ1 ẋ2 ν ∂2 ρ〈Aaκ(x1)A

b
λ(x2)〉

− i
4

(
θ̄2σµθ2

)
|ẋ1||ẋ2|nEF nBC ∂µ2 〈φEF a(x1)φ

BC b(x2)〉
− i
(
θ̄2Cσµθ

A
2

)
|ẋ1||ẋ2|nEF nBC ∂µ2 〈φaEF (x1)φ

b
AB(x2)〉

− i
4

(
˙̄θ2σµθ2 − θ̄2σµθ̇2

) |ẋ1|
|ẋ2|

ẋµ2 nEF nBC 〈φEF a(x1)φ
BC b(x2)〉

}
.

Inserting the propagators derived in chapter 4.2 and making use of (2.32) we see that
the two middle terms cancel each other. Hence we arrive at the following result:

Tr〈I0,0(τ1) I1,1(τ2)〉 =
g2N2

4π2

{(
θ̄2σµθ2

)
εµνλρ

ẋ2 ν x12 ρ ẋ1λ

x4
12

+
i

2

(
˙̄θ2σµθ2 − θ̄2σµθ̇2

) |ẋ1|
|ẋ2|

ẋµ2
x2
12

}
. (6.86)

Inserting (6.84), (6.85) and (6.86) into (6.83), we find the θθ̄ correction to the vacuum
expectation value of the Maldacena-Wilson loop to first order in perturbation theory:

〈W(C)〉(1) = − λ

16π2

∫
dτ1dτ2

ẋ1ẋ2 − |ẋ1||ẋ2|
(x1 − x2)2

+
iλ

4π2

∫
dτ1dτ2

(
θ̄2σµθ1

) ẋ1ẋ2 − |ẋ1||ẋ2|
(x1 − x2)4

xµ12

− λ

4π2

∫
dτ1dτ2

(
θ̄2σµθ1 − θ̄2σµθ2

)
εµνρκ

ẋ1 ν ẋ2 ρ x12κ

(x1 − x2)4

− iλ

8π2

∫
dτ1dτ2

(
θ̄2σµθ̇1

ẋµ2
x2
12

− ˙̄θ2σµθ1
ẋµ1
x2
12

)
− iλ

8π2

∫
dτ1dτ2

(
˙̄θ2σµθ2 − θ̄2σµθ̇2

) |ẋ1|
|ẋ2|

ẋµ2
x2
12

+O(θ2) +O(θ̄ 2) . (6.87)

This result should by construction be invariant under supersymmetry transformations.
Hence it is a non-trivial check of our calculation to show that (6.87) is annihilated by
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the supersymmetry generators Qα
A and Q

Aα̇
. We will now go through the proof for

Q
Aα̇

, which can easily be transferred to show the invariance under Qα
A. Note that our

result (6.87) only provides the necessary input to check the invariance under Q (Q) at
order θ(θ̄). We show that∫

ds
δ

δθ̄Aα̇(s)
〈W(C)〉(1) − i σ

α̇α
µ

∫
ds θAα (s)

δ

δxµ(s)
〈W(C)〉(1)

1,0
= 0 . (6.88)

Taking a close look at 〈W(C)〉(1) and noting that∫
ds

δ

δθ̄Aα̇(s)
˙̄θBβ̇(τ) = 0 ,

we read off:∫
ds

δ

δθ̄Aα̇(s)
〈W(C)〉(1)

1,0
=

iλ

4π2

∫
dτ1dτ2 θ1

A
α

ẋ1ẋ2 − |ẋ1||ẋ2|
(x1 − x2)4

xαα̇12

− λ

4π2

∫
dτ1dτ2

(
θ1
A
α − θ2Aα

)
σαα̇µ εµνρκ

ẋ1 ν ẋ2 ρ x12κ

(x1 − x2)4

− iλ

8π2

∫
dτ1dτ2

(
θ̇1
A
α − θ̇2Aα

|ẋ1|
|ẋ2|

)
ẋαα̇2
x2
12

=
iλ

4π2

∫
dτ1dτ2

{
θ1
A
α

ẋ1ẋ2 − |ẋ1||ẋ2|
(x1 − x2)4

xαα̇12 −
1

2

(
θ̇1
A
α − θ̇2Aα

|ẋ1|
|ẋ2|

)
ẋαα̇2
x2
12

}
.

We used the antisymmetry under (τ1 ↔ τ2) of the integrand of the second term to
reach the last line. Combining the above result with

i σα̇αµ

∫
ds θAα (s)

δ

δxµ(s)
〈W(C)〉(1)

1,0
=

iλ

16π2

∫
ds θαA(s)σα̇αµ

∫
dτ1dτ2

{
1

x2
12

(
ẋµ1 −

|ẋ1|
|ẋ2|

ẋµ2

)
∂τ2δ(τ2 − s) +

1

x2
12

(
ẋµ2 −

|ẋ2|
|ẋ1|

ẋµ1

)
∂τ1δ(τ1 − s)

− 2
ẋ1ẋ2 − |ẋ1||ẋ2|

(x1 − x2)4
xµ12 (δ(τ1 − s)− δ(τ2 − s))

}
= − iλ

4π2

∫
dτ1dτ2

{
θ1
A
α

ẋ1ẋ2 − |ẋ1||ẋ2|
(x1 − x2)4

xαα̇12 −
1

2

(
θ̇1
A
α − θ̇2Aα

|ẋ1|
|ẋ2|

)
ẋαα̇2
x2
12

}
,

we indeed find that (6.88) holds.

6.3 Yangian Symmetry of the Extended Loop

We now return to the question of Yangian invariance. We have computed the necessary
input to calculate the action of the non-local part of the level-1 momentum generator

P
(1)µ
nl, ε = P

(1)µ
bos, ε + P

(1)µ
ferm, ε ,

P
(1)µ
bos, nl,ε =

∫
ds1ds2

{(
mµν(s1)− d(s1) η

µν
)
pν(s2)− (s1 ↔ s2)

}
θ(s2 − s1 − d(s2, ε)) ,

P
(1)µ
ferm, nl,ε =

i

4

∫
ds1ds2

{
q̄A α̇(s1)σ

µ
αα̇ q

α
A(s2)− (s1 ↔ s2)

}
θ(s2 − s1 − d(s2, ε)) ,
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on the expectation value 〈W(C)〉(1) at zero order in the Graßmann variables. The

bosonic result (6.37) receives corrections from the action of P (1)µ
ferm, nl,ε on the terms in

(6.87) which are of order θθ̄. We rewrite the level-1 momentum generator to slightly
simplify the following calculations,

P
(1)µ
ferm, nl,ε =

i

4

∫
ds1ds2

(
qA α̇(s1)σ

µ
αα̇ q

α
A(s2)− (s1 ↔ s2)

)
θ(s2 − s1 − ε)

=
i

4

∫
ds1ds2 q

A α̇(s1)σ
µ
αα̇ q

α
A(s2) (θ(s2 − s1 − ε)− θ(s1 − s2 − ε)) .

In the above expression the densities of the supersymmetry generators are given by

qαA(s) = − δ

δθAα (s)
+ i θ̄Aα̇(s)

δ

δxαα̇(s)
,

qA α̇(s) =
δ

δθ̄Aα̇(s)
− i θAα (s)

δ

δxαα̇(s)
.

In the computation of the zero order of P (1)µ
ferm,ε 〈W(C)〉(1), we only need to consider the

Graßmann derivatives in the above densities. Hence we consider the generator

P̂
(1)µ
ferm, nl,ε = − i

4

∫
ds1ds2

δ

δθ̄Aα̇(s1)
σµαα̇

δ

δθAα (s)
(θ(s2 − s1 − ε)− θ(s1 − s2 − ε)) (6.89)

and note that

P̂
(1)µ
ferm, nl,ε 〈W(C)〉(1)

0,0
= P

(1)µ
ferm, nl,ε 〈W(C)〉(1) .

The bosonic result (6.37) receives corrections from the action of P (1)µ
ferm,ε on the terms in

(6.87) which are of order θθ̄. In order to compute these corrections, we first consider
the action of P (1)µ

ferm,ε on the relevant θθ̄ structures appearing in 〈W(C)〉(1). We have:

P̂
(1)µ
ferm, nl,ε

(
θ̄2σ

νθ1
)

= − i
4
σµαα̇

∫
ds1ds2 (θ(s2 − s1 − ε)− θ(s1 − s2 − ε))

δ

δθ̄Aα̇(s1)

δ

δθAα (s)

(
θ̄B β̇(τ2)σ

νβ̇β θBβ (τ1)
)

= − i
4
σµαα̇

∫
ds1ds2 (θ(s2 − s1 − ε)− θ(s1 − s2 − ε)) δAB δα̇β̇ δ(s1 − τ2)

σν β̇β
(
−δBA δαβ δ(τ1 − s2)

)
= i σµαα̇ σ

ν α̇α
(
θ(τ1 − τ2 − ε)− θ(τ2 − τ1 − ε)

)
= 2 i ηµν

(
θ(τ1 − τ2 − ε)− θ(τ2 − τ1 − ε)

)
. (6.90)

We made use of the identity (2.9) to reach the last line. In the same way we find:

P̂
(1)µ
ferm, nl,ε

(
θ̄2σ

νθ2
)

= 2 i ηµν
(
θ(−ε)− θ(−ε)

)
= 0 , (6.91)

P̂
(1)µ
ferm, nl,ε

(
˙̄θ2σ

νθ1

)
= −2 i ηµν

(
δ(τ1 − τ2 − ε) + δ(τ2 − τ1 − ε)

)
, (6.92)

P̂
(1)µ
ferm, nl,ε

(
θ̄2σ

ν θ̇1

)
= 2 i ηµν

(
δ(τ1 − τ2 − ε) + δ(τ2 − τ1 − ε)

)
, (6.93)

P̂
(1)µ
ferm, nl,ε

(
˙̄θ2σ

νθ2 − θ̄2σν θ̇2
)

= −8 i ηµνδ(ε) . (6.94)
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Using the above identities we find:

P̂
(1)µ
ferm, nl,ε 〈W(C)〉(1) =

λ

2π2

∫ L

0

dτ1dτ2
ẋ1ẋ2 + 1

(x1 − x2)2
xµ12

(
θ(τ2 − τ1 − ε)− θ(τ1 − τ2 − ε)

)
+

iλ

2π2

∫ L

0

dτ1dτ2 ε
µνρκ ẋ1 ν ẋ2 ρ x12κ

(x1 − x2)4

(
θ(τ2 − τ1 − ε)− θ(τ1 − τ2 − ε)

)
+

λ

4π2

∫ L

0

dτ1dτ2
ẋµ1 + ẋµ2
x2
12

(
δ(τ2 − τ1 − ε) + δ(τ1 − τ2 − ε)

)
− λ

π2

∫ L

0

dτ1dτ2
ẋµ2
x2
12

δ(ε)

=
λ

π2

∫ L

0

dτ1dτ2
ẋ1ẋ2 + 1

(x1 − x2)2
xµ12 θ(τ2 − τ1 − ε)−

λ

π2

∫ L

0

dτ1dτ2
ẋµ2
x2
12

δ(ε)

+
λ

2π2

∫ L

0

dτ1dτ2
ẋµ1
x2
12

(
δ(τ2 − τ1 − ε) + (ε→ −ε)

)
.

We used a change of variables (τ1 ↔ τ2) to reach the last line. All the terms we
encounter are already familiar from the discussion of the bosonic result in section
6.1. Dropping the δ(ε)-term as before and expanding the last term, we arrive at the
following result:

P̂
(1)µ
ferm, nl,ε 〈W(C)〉(1) =

λ

π2

∫ L

0

dτ1dτ2
ẋ1ẋ2 + 1

(x1 − x2)2
xµ12 θ(τ2 − τ1 − ε) +

λ

12π2

∫ L

0

dτ ẋµ(τ)ẍ2(τ) .

Lifting the constraint of arc-length parametrization and combining the above result
with the bosonic part (6.37), we reach the final result:

P
(1)µ
nl, ε 〈W(C)〉(1)

0,0
=

7λ

96π2

∫
dτ ẋµ(τ)

(
ẍ2

ẋ4
− (ẋ · ẍ)2

ẋ6

)
+O(ε) . (6.95)

From this we read of the level-1 density

p(1)µ(s) = − 7λ

96π2
ẋµ(s)

(
ẍ2(s)

ẋ4(s)
− (ẋ(s) · ẍ(s))2

ẋ6(s)

)
. (6.96)

The full level-1 momentum generator is thus given by

P (1)µ
ε = P

(1)µ
nl, ε −

7λ

96π2

∫
ds ẋµ(s)

(
ẍ2

ẋ4
− (ẋ · ẍ)2

ẋ6

)
. (6.97)

We have shown that this generator annihilates 〈W(C)〉 to first order in perturbation
theory and zero order in the Graßmann variables,

lim
ε→0

P (1)µ
ε 〈W(C)〉 = 0 +O(λ2) +O(θ) +O(θ̄) . (6.98)

Having established the invariance under the level-1 momentum generator, one would
now like to conclude the invariance under all level-1 generators. This could easily be
done by using the commutation relation (3.38),[

J (0)
a , J

(1)
b

]
= f c

ab J (1)
c ,

of the Yangian, if the invariance under P (1)µ and the level zero generators were estab-
lished to all orders in the superspace expansion. However, as this is not the case, we
are not yet in a position to do this.
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Conclusion and Outlook

Following an idea of Jan Plefka, we have studied a possible Yangian invariance of
the Maldacena-Wilson loop in N = 4 supersymmetric Yang-Mills theory. For com-
putational simplicity, we restricted our attention to the first-order correction of the
expectation value in perturbation theory. Employing a similarity to two-dimensional
integrable field theories, the Yangian symmetry generators are given by curve integrals
over functional derivatives acting in the loop space. Whilst the non-local structure of
the level-1 generators is fixed by the underlying symmetry algebra, they also contain
a local path-dependent piece, which can be adjusted in order to reach invariance. By
performing an explicit calculation for the non-local part of the level-1 momentum
generator P (1)µ

bos, nl we found that the Maldacena-Wilson loop is not Yangian invariant
in this way.

However, we were lead to consider a supersymmetric extensionW(C) of the Malda-
cena-Wilson loop which also includes the fermionic fields of N = 4 SYM. In this regard,
we also extended the level-1 momentum generator as the inclusion of supersymmetry
extends the underlying symmetry algebra from so(2, 4) to su(2, 2|4). In the extension,
we employed a full non-chiral superspace parametrized by the variables {x, θ, θ̄, y}.
The exact form of the extension followed naturally from the requirement that the
vacuum expectation value be invariant under the supersymmetry transformations in
the given superspace. We have computed the coefficients of the extension up to second
order in the anticommuting Graßmann variables θ and θ̄, setting y = 0. The reason
for this restriction was that we only computed those terms of the expansion, which
affect the result for the unextended loop, i.e. at θ = θ̄ = y = 0. We were then able
to show that the extended loop is indeed invariant under the full level-1 momentum
generator P (1)µ to first order in perturbation theory and at the lowest order in an
extension in the superspace variables. We have thus provided first evidence for a full
Yangian symmetry of a supersymmetric extension of the Maldacena-Wilson loop in
N = 4 supersymmetric Yang-Mills theory.

Another step toward this would be to show the invariance under all level-1 gener-
ators at first order in perturbation theory. It would be easy to conclude this from the
commutation relations (3.38) of the Yangian algebra, if we had established the invari-
ance under all level-0 generators and P (1)µ to all orders in the superspace variables.
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Consider for example the following commutator:[
K(0)
µ , P (1)

ν

]
= 2M (1)

µν + 2 ηµν D
(1) .

Unfortunately, we are unable to conclude the invariance of 〈W(C)〉 under M (1)
µν and D(1)

at the leading order as we have not established the conformal invariance of 〈W(C)〉
at order θθ̄. In order to show the invariance under all level-1 generators, one would
have to derive the y-dependence of the extended Maldacena-Wilson loop and check
the invariance under the superconformal generators at higher orders in the superspace
extension. While this certainly involves several tedious calculations, it seems to be
within reach. Of course it would be favorable to derive the full supersymmetric
completion of the Maldacena-Wilson loop to all orders in the superspace variables.
However, doing this order by order in the way we have constructed the first few orders,
seems not to be feasible.

Strikingly, a Yangian invariance has also been found for the dual string description
of the Maldacena-Wilson loop in [13]. The non-local parts of the Yangian generators
found there are exactly the same as for the weak coupling side and also the functional
form of the local part agrees. The difference between the two sides lies in the prefactor
f(λ) of the local term, for which the following limits are known1:

f(λ� 1) = − 7λ

96π2
, f(λ� 1) = − λ

4π2
.

A possible explanation for this difference is the existence of a non-trivial interpolating
function f(λ) which has the asymptotic behaviour given above for small or large λ.
Checking the Yangian invariance also at second order on the weak coupling side should
provide further insight into this question.

It was not necessary to consider fermions on the strong coupling side in order to
establish the Yangian symmetry. The inclusion of the fermionic degrees of freedom
might also change the asymptotic behaviour of f(λ) for large λ. This would require
repeating the strong coupling analysis for the Green-Schwarz superstring, which is of
course interesting in its own right. It might also yield insights on the form of the
supersymmetric extension of the Maldacena-Wilson loop at weak coupling.

Apart from further establishing the Yangian symmetry of the Maldacena-Wilson
loop, an interesting question is how the Yangian symmetry might be applied in order
to compute new results. To this end, it would be important to understand in which
way the Yangian invariance constrains the vacuum expectation value and to classify
the Yangian invariants. If not for exact results, one might try to apply the Yangian
invariance to so-called wavy Wilson lines [51] to compute further corrections in an
expansion in terms of the “waviness” of the loop.

1The conventions in this thesis differ from [13] by a conventional factor of (−1) in front of all
level-1 generators.
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Appendix A

Killing Metric and Dual Structure
Constants for so(2, 4)

In this appendix we introduce the Killing metric and dual generators for a semi-simple
Lie algebra g and derive them for the conformal algebra so(2, 4).

Consider a semi-simple Lie algebra g = span{Ta} over K = R or K = C with
commutation relations

[Ta , Tb] = f c
ab Tc . (A.1)

For every element x ∈ g, we define the adjoint map adx : g→ g by

adx(y) := [x , y] .

This gives rise to a symmetric bilinear form G : g× g→ K, which is defined by

G(x, y) := Tr (adx ◦ ady) . (A.2)

This bilinear form is called the Killing metric on g. It can be shown that the Killing
metric is non-degenerate, i.e. that the matrix

Gab := G(Ta , Tb)

is invertible. The inverse of Gab is as usual denoted by Gab. We then define the dual
generators

T̂ a := GabTb . (A.3)

By definition, these satisfy the relation

G(T̂ a, Tb) = δab .

As the metric is non-degenerate this may also be considered as the defining relation
of the dual generators. The dual generators satisfy commutation relations with dual
structure constants:[

T̂ a , T̂ b
]

= fabc T̂
c , where fabc = GadGbef g

de Ggc . (A.4)
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We compute the Killing metric for the conformal algebra so(2, 4). In the notation
of chapter 3.1, the commutation relations read:

[Mµν ,Mρσ] = ηµσMνρ + ηνρMµσ − ηµρMνσ − ηνσMµρ

[Pµ, Pν ] = 0 [Mµν , Pλ] = ηνλPµ − ηµλPν
[D,Pµ] = −Pµ [D,Kµ] = Kµ

[D,Mµν ] = 0 [Mµν ,Kρ] = ηνρKµ − ηµρKν

[Pµ,Kν ] = 2Mµν − 2ηµν D [Kµ,Kν ] = 0

(A.5)

These commutation relations can be greatly simplified by the following change of
basis:

M45 := D , Mµ5 := 1
2

(Pµ +Kµ) , Mµ4 := 1
2

(Pµ −Kµ) .

The commutation relations are then given by

[MIJ , MKL] = ηILMJK + ηJKMIL − ηJLMIK − ηIKMJL . (A.6)

Here, I, J,K,L take values in {0, 1, 2, 3, 4, 5} and the metric of Minkowski space is
extended by the diagonal components η44 = −1 and η55 = 1 to give the metric of R2,4,

ηIJ = diag (+,−,−,−,−,+) . (A.7)

In order to compute the Killing metric on so(2, 4), we derive the matrix representation
of adMIJ

from the commutation relation (A.6). Note that a basis of so(2, 4) is given
by {MIJ | I < J}. Hence the matrix matrix representation of adMIJ

must satisfy

[MIJ , MKL] = adMIJ
(MKL) =

∑
M<N

(adMIJ
)
MN

KLMMN . (A.8)

From (A.6), we infer that1

[MIJ , MKL] =
(
ηILδ

M
J δ

N
K + ηJKδ

M
I δ

N
L − ηJLδMJ δNL − ηIKδMI δNK

)
MMN

=
∑
M<N

2
(
ηILδ

[M
J δ

N ]
K + ηJKδ

[M
I δ

N ]
L − δ

[M
J δ

N ]
L − ηIKδ

[M
I δ

N ]
K

)
MMN .

Thus, we have:

(adMIJ
)
MN

KL = 2 (RIJ)
[MN ]

KL ,

(RIJ)
MN

KL = ηILδ
M
J δ

N
K + ηJKδ

M
I δ

N
L − ηJLδMJ δNL − ηIKδMI δNK .

This allows us to compute the components of the Killing metric in this basis:

G(MIJ , MKL) = Tr (adMIJ
◦ adMKL

) = 4
∑
X<Y

∑
Z<W

(RIJ)
[XY ]

ZW (RKL)
[ZW ]

XY

= (RIJ)
[XY ]

ZW (RKL)
[ZW ]

XY = (RIJ)
XY

ZW (RKL)
ZW

XY

= 8 (ηILηJK − ηIKηJL) .

1Throughout this thesis, the symmetrization or antisymmetrization of a pair of indices is defined
by F[IJ] := 1

2 (FIJ − FJI) or F(IJ) := 1
2 (FIJ + FJI).
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The knowledge of the Killing metric allows us to determine the dual basis of generators
{T̂ a}. We find:

M̂µν = − 1
8
ηµρηνσMρσ , P̂ µ = − 1

16
ηµνKν , K̂µ = − 1

16
ηµνPν , D̂ = 1

8
D . (A.9)

Although the computation of GabTb in the given basis can be somewhat tedious, it is
easy to check that the given set of dual generators indeed satisfies G(T̂ a, Tb) = δab . The
commutation relations of the dual generators are given by:[

M̂µν , M̂ρσ
]

= 1
8

(
ηµρM̂νσ + ηνσM̂µρ − ηµσM̂νρ − ηνρM̂µσ

)
[
P̂ µ, P̂ ν

]
= 0

[
M̂µν , P̂ λ

]
= 1

8

(
ηµλP̂ µ − ηµλP̂ ν

)
[
D̂, P̂ µ

]
= 1

8
P̂ µ

[
D̂, K̂µ

]
= − 1

8
K̂µ[

D̂, M̂µν
]

= 0
[
M̂µν , K̂ρ

]
= 1

8

(
ηµρK̂ν − ηνρK̂µ

)
[
P̂ µ, K̂ν

]
= 1

16
ηµν D̂ − 1

16
M̂µν

[
K̂µ, K̂ν

]
= 0

(A.10)
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Appendix B

Algebraic Preliminaries

In this appendix, we provide the necessary algebraic preliminaries to follow our dis-
cussion of the Yangian algebra in chapter 3.3. The main goals are to explain the
universal enveloping algebra of a Lie algebra and to introduce the notion of a Hopf
algebra. This appendix is based on [52] as well as [53].

With a view to the definition of Hopf algebras, we define an algebra in a way which
may be unfamiliar to the reader.

Definition B.1. An algebra (A , m , u) over a field1 K consists of a vector space A over
K as well as two linear maps, a multiplication m : A ⊗ A → A and a unit u : K → A,
which satisfy the following properties:

m (a⊗m (b⊗ c)) = m (m (a⊗ b)⊗ c) ∀ a, b, c ∈ A , (B.1)

m (u(k)⊗ a) = k · a = m (a⊗ u(k)) ∀ k ∈ K, a ∈ A . (B.2)

The first property encodes associativity, while the second demands the existence
of a unit element 1 = u(1). Both properties can be rephrased by demanding that the
following diagrams commute:

A⊗A⊗A A⊗A

A⊗A A

m⊗ id

id⊗m m

m

K ⊗A A⊗A A⊗K

A

u⊗ id

'
m

id⊗ u

'

Having introduced the structure of an algebra, it is natural to define maps which
preserve this structure. Such maps are called algebra morphisms.

Definition B.2. Let (A , mA , uA) and (B , mB , uB) be algebras over K. A linear map
f : A→ B is called an algebra morphism if it satisfies

f(mA(a⊗ b)) = mB(f(a)⊗ f(b)) ∀ a, b ∈ A , f(uA(k)) = uB(k) ∀ k ∈ K . (B.3)

1We are not interested in discussing general fields here, so the field K is meant to be either R or
C.
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We express also these properties in the form of commutative diagrams:

A B

A⊗A B ⊗B

f

mA

f ⊗ f

mB

A B

K

f

uA
uB

For the sake of completeness, we give the definition of a Lie algebra in an analogous
way to the definition of algebras.

Definition B.3. A Lie algebra (g , mg) over a field K consists of a vector space g over
K as well as a (linear) multiplication map mg : g⊗ g→ g, which satisfies the following
properties:

0 = mg(x⊗ y) +mg(y ⊗ x) ∀ x, y ∈ L , (B.4)

0 = mg (x⊗mg(y ⊗ z)) +mg (y ⊗mg(z ⊗ x)) +mg (z ⊗mg(x⊗ y)) ∀ x, y, z ∈ L . (B.5)

The first property encodes the antisymmetry of the Lie bracket [x, y] = mg(x⊗ y)

while the second is the familiar Jacobi identity. Lie algebra morphisms are defined in
the same way as algebra morphisms. Note that a general Lie algebra is not associative
and does not contain a unit element. From any algebra A one can construct a Lie
algebra L(A) by defining the Lie algebra product

mL(A)(x⊗ y) := mA(x⊗ y)−mA(y ⊗ x) .

This is by construction antisymmetric, and using the associativity of mA it is easy to
show that it satisfies the Jacobi identity.

In order to construct the universal enveloping algebra, we need to understand the
construction of a factor algebra. The key to this is the definition of an ideal.

Definition B.4. A left-sided ideal I of an algebra (A , m , u) is a subspace of A which
satisfies the following condition:

mA(a⊗ j) ∈ I ∀ j ∈ I , a ∈ A . (B.6)

I is called a right-sided ideal if it instead satisfies

mA(j ⊗ a) ∈ I ∀ j ∈ I , a ∈ A . (B.7)

If I satisfies both (B.6) and (B.7) it is called two-sided.

Given a two-sided ideal I of an algebra A, we can define an equivalence relation
on A by

a ∼ b if a− b ∈ I . (B.8)

This defines an equivalence relation as I is a subspace of A. The space of equivalence
classes [a] is denoted by A/I.
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Proposition B.1. Let A be an algebra and I a two-sided ideal. The set of equivalence
classes A/I becomes an algebra by the following definitions:

[a] + [b] : = [a+ b] ∀ a, b ∈ A , k [a] := [ka] ∀ k ∈ K , a ∈ A , (B.9)

uA/I(k) : = [uA(k)] ∀ k ∈ K , mA/I ([a]⊗ [b]) := [mA (a⊗ b)] ∀ a, b ∈ A . (B.10)

Proof. It is easy to see that (B.9) are well-defined and transfer the vector-space struc-
ture of A to A/I. It is also simple to check that the product mA/I is well-defined.
Take a′ ∼ a and b′ ∼ b. Then there are i, j ∈ I such that a′ = a+ i and b′ = b+ j and
we have:

mA(a′ ⊗ b′) = mA((a+ i)⊗ (b+ j)) = mA(a⊗ b) +mA(i⊗ b) +mA(a⊗ j) +mA(i⊗ j) .

By the definition of a two-sided ideal, we have

mA(i⊗ b) , mA(a⊗ j) , mA(i⊗ j) ∈ I

and hence mA(a′ ⊗ b′) ∼ mA(a ⊗ b). The properties (B.1) and (B.2) are trivial to
check.

B.1 The Universal Enveloping Algebra

We are now in a position to define the universal enveloping algebra of a Lie algebra
g. We start by defining enveloping algebras:

Definition B.5. Let g be a Lie algebra over K. An algebra (E(g) , m , u) is called an
enveloping algebra of g, if there exists a map ig : g→ E(g) which fulfills

ig ([x, y]) = m (ig(x)⊗ ig(y)− ig(y)⊗ ig(x)) ∀ x, y ∈ g . (B.11)

Clearly, the map ig gives rise to a Lie algebra homomorphism g→ L(E(g)).

Definition B.6. Let g be a Lie algebra over K and (U(g) , m , u) an enveloping algebra
together with the map ig : g → U(g). (U(g) , m , u) is called a universal enveloping
algebra, if it satisfies the following universal property:
For any algebra A and any Lie algebra morphism f : g → L(A) there exists a unique
(up to isomorphism) algebra morphism φ : U(g) → A such that φ ◦ ig = f , i.e. the
following diagram commutes:

U(g)

g L(A)

φ
ig

f
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It can be shown that for any Lie algebra g a universal enveloping algebra exists
and is unique, see for example [54]. We will now give an explicit construction of the
universal enveloping algebra. In order to do this, we consider the tensor algebra T (g)

over the Lie algebra g. The underlying vector space is given by

T (g) :=
⊕
n≥0

g⊗n . (B.12)

Here, we used the notation g⊗0 := K and

g⊗n = g⊗ g⊗ . . .⊗ g︸ ︷︷ ︸
n times

.

The multiplication and unit are given by m̃(x ⊗ y) = x ⊗ y and ũ(k) = k, where k

should be viewed as an element of the subspace K ⊂ T (g). Furthermore, we define
k⊗x := k ·x for k ∈ K ⊂ T (g) and x ∈ T (g). Note also that we have a natural inclusion
map ĩg : g→ T (g), given by ĩg(x) = x.

We now consider the two-sided ideal, which is generated by all elements of the
form

x⊗ y − y ⊗ x− [x, y] , x, y ∈ g . (B.13)

This is the minimal ideal which contains all these elements, i.e. it is the intersection of
all two-sided ideals which contain these elements. By the properties (B.6) and (B.7)
it is clear that this ideal must contain all linear combinations of elements of the form

r ⊗ (x⊗ y − y ⊗ x− [x, y])⊗ s , r, s ∈ T (g) , x, y ∈ g .

On the other hand, it is also easy to see that the set

I =

{∑
i

ri ⊗ (xi ⊗ yi − yi ⊗ xi − [xi, yi])⊗ si
∣∣∣∣ ri, si ∈ T (g) , xi, yi ∈ g ∀ i

}

forms a two-sided ideal containing all elements of the form (B.13). The universal
enveloping algebra U(g) is then the factor algebra T (g)/I, with the multiplication and
unit transferred from the tensor algebra. Furthermore ig = π ◦ ĩg satisfies (B.11).
Here, π : x 7→ [x] denotes the projection onto equivalence classes. Note that elements
of K ⊂ T (g) and g ⊂ T (g) are never identified with one another by the equivalence
relation, such that ig is one-to-one. To simplify the notation, we simply write x instead
of ig(x) for an element x of the Lie algebra g. Furthermore, we introduce the following
definitions:

m(x⊗ y) =: x y , 1 = u(1) . (B.14)

Considering the structure of the tensor algebra, it is clear that any element of the
universal enveloping algebra U(g) can be written as a linear combination of products
of (the image under ig of) elements of the Lie algebra.
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B.2 Hopf algebras

The first step towards the introduction of Hopf algebras is the definition of coalgebras.
This definition can be obtained by reversing the arrows in the commutative diagrams
defining an algebra.

Definition B.7. A coalgebra (C , ∆ , ε) over a field K consists of a vector space C

over K as well as two linear maps, a coproduct ∆ : C → C⊗C and a counit ε : C → K,
for which the following diagrams commute:

C ⊗ C ⊗ C C ⊗ C

C ⊗ C C

∆⊗ id

id⊗∆

∆

∆

K ⊗ C C ⊗ C C ⊗K

C

ε⊗ id id⊗ ε

∆
1⊗ . .⊗ 1

Here, 1⊗ . and .⊗ 1 denote the maps x 7→ 1⊗ x and x 7→ x⊗ 1 respectively.

Also the definition of coalgebra morphisms follows from reversing the arrows in
the respective definition for algebras.

Definition B.8. Let (C , ∆C , εC) and (D , ∆D , εD) be coalgebras. A linear map
f : C → D is called a coalgebra morphism, if the following diagrams commute:

C D

C ⊗ C D ⊗D

f

∆C ∆D

f ⊗ f

C D

K

f

εC
εD

We will now introduce bialgebras, which have both the structure of an algebra
and a coalgebra. In order to define a notion of compatibility between these two struc-
tures, we need to introduce the algebra and coalgebra structures on tensor products.
Consider two algebras (A , mA , uA) and (B , mB , uB). The definitions

mA⊗B ((a⊗ b)⊗ (c⊗ d)) : = mA(a⊗ c)⊗mB(c⊗ d) , (B.15)

uA⊗B(k) : = uA(k)⊗ uB(k) , (B.16)

make A⊗B into an algebra. The definition of the multiplication can be rewritten as

mA⊗B : = (mA ⊗mB) ◦ (id⊗ τ ⊗ id) , (B.17)

where τ : A⊗B → B ⊗A is the flip, τ(a⊗ b) = b⊗ a.
For coalgebras we can proceed similarly. Consider two coalgebras (C , ∆C , εC) and

(D , ∆D , εD). We can define a coalgebra structure on C ⊗D by defining

∆C⊗D (c⊗ d) : = (id⊗ τ ⊗ id) ◦ (∆C ⊗∆D) (c⊗ d) (B.18)

εC⊗D (c⊗ d) : = εC(c) · εD(d) . (B.19)

These definitions apply in particular in the cases when A = B or C = D.
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Definition B.9. Let A be a vector space over K, (A , m , u) an algebra and (A , ∆ , ε)

a coalgebra. The set (A , m , u , ∆ , ε) is called a bialgebra if one of the following two
equivalent conditions holds:

1. The linear maps ∆ and ε are algebra morphisms.

2. The linear maps m and u are coalgebra morphisms.

The equivalence of the two conditions follows easily from drawing the respective
diagrams.

Definition B.10. Let (A , m , u , ∆ , ε) be a bialgebra. A linear map S : A → A is
called an antipode, if the following diagram commutes:

A⊗A A A⊗A

A⊗A A A⊗A

m m

id⊗ S

∆

u ◦ ε

∆

S ⊗ id

A bialgebra with an antipode is called Hopf algebra.

80



Appendix C

Curves

C.1 Definitions

In this appendix, we will discuss the basic definitions of the theory of curves in Min-
kowski space. The aim is to give a characterization of the curves we consider in
this thesis and to show that these curves can always be parametrized by arc-length.
The discussion is based on [55] but written in physics notation and transferred to
Minkowski space.

Intuitively, a curve is a bended line between two points. It may be described by a
parametrization, which describes how to run through the curve. Clearly, the choice of
a parametrization is not unique for a given curve. However, we use parametrizations
to describe what we mean by a curve.

Definition C.1. Let I ⊂ R be an interval. A parametrized curve is a smooth map
x : I → R(1,3). It is called regular, if the velocity vanishes nowhere along the curve,

ẋ(τ) 6= 0 ∀τ ∈ I .

The condition of regularity ensures that the smoothness of the parametrization
carries over to the curve. Consider the parametrized curve

x(τ) = (0, τ 3, τ 2, 0) .

Figure C.1: A parametrized curve which is not regular.
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This is clearly a smooth map, however the parametrization is not regular as ẋ(0) = 0.
Figure C.1 shows that the respective curve is not smooth although the parametrization
is.

As mentioned above the same curve can be described by different parametrizations.
The change of parametrization is described by the following definition.

Definition C.2. Let x : I → R(1,3) be a parametrized curve. A parameter transfor-
mation of x is a bijective map ϕ : J → I, ϕ̇ 6= 0, where J ⊂ R is also an interval.
The parametrized curve x̃ = x ◦ ϕ : J → R(1,3) is called a reparametrization of x.
The parameter transformation is called orientation-preserving if ϕ̇(t) > 0 ∀t ∈ J or
orientation-reversing if ϕ̇(t) < 0 ∀t ∈ J .

Note that, since ϕ̇ 6= 0, all parameter transformations are either orientation-pre-
serving or orientation-reversing and a reparametrization of a regular, parametrized
curve is also regular.

Definition C.3. An oriented curve is an equivalence class of parametrized curves,
where two parametrized curves are considered equivalent, if they emerge from each
other by an orientation-preserving parameter transformation.

Among all equivalent ways of describing a curve, there is one parametrization that
is especially helpful in doing computations:

Definition C.4. A parametrization of a curve is called parametrization by arc-length
if ‖ẋ(t)‖ ≡ 1.

The following lemma explains when such a parametrization exists:

Lemma C.1. To any regular parametrization x : I → R(1,3) of a curve which satisfies
‖ẋ(t)‖ 6= 0 ∀ t ∈ I there exists a parameter transformation ϕ : J → I such that the
reparametrization x ◦ ϕ is a parametrization by arc-length.

Proof. Let x : I → R(1,3) be as above. Take t0 ∈ I and consider the function

ψ(s) :=

∫ s

t0

‖ẋ(t)‖ dt .

Then, ψ̇(s) = ‖ẋ(s)‖ > 0, and ψ : I → J := ψ(I) is an orientation-preserving parameter
transformation. Therefore its inverse, ϕ := ψ(−1) : J → I, is also an orientation-
preserving parameter transformation and it satisfies

ϕ̇(t) =
1

‖ẋ(ϕ(t))‖
⇒ ‖ d

dt
(x ◦ ϕ)(t)‖ ≡ 1 .

One reason why it is helpful to use a parametrization by arc-length in concrete
calculations is, that it provides identities for higher parameter derivatives of the pa-
rametrization:

ẋ2 ≡ −1⇒ ẋẍ ≡ 0⇒ ẍ2 + ẋx(3) ≡ 0⇒ 3ẍx(3) + ẋx(4) ≡ 0 . (C.1)
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The condition that ‖ẋ(t)‖ 6= 0∀ t ∈ I arises because of the Minkowski signature. In
Euclidean space, this condition is always satisfied for a regular parametrization. In
Minkowski space, a curve can only be parametrized by arc-length if it is both regular
and if its tangent vector is either everywhere time-like or everywhere space-like. In
this work, we consider closed curves in Minkowski space. This restricts us to the
case of everywhere space-like tangent vectors as the following argument shows: Any
light-like tangent vector has a specific time direction. For a closed curve, there must
be tangent vectors with positive and tangent vectors with negative time-direction.
Hence at some point along the loop the tangent vector must cross from the forward
light-cone to the backward light-cone. This is not possible in a continuous way if we
demand that ‖ẋ(t)‖ 6= 0 ∀ t ∈ I.

In this thesis, we consider closed curves, for which the starting point and the
end-point of the parametrization are equal. However, we also need the curves to be
smooth in the point where they close. This is essential in the discussion of boundary
terms and it seems natural to require it as otherwise the condition of smoothness
would depend on the choice of the starting point. The details are captured by the
following definition.

Definition C.5. A parametrized curve x : R→ R(1,3) is called periodic with period l,
if x(t+ l) = x(t) ∀ t ∈ I. A curve is called closed if it admits a regular, periodic para-
metrization. It is called simply closed if it admits a regular periodic parametrization
x : R→ R(1,3) such that x|[0,l) is injective.

The condition that a curve is simply closed encodes that the curve is not self-
intersecting. This is important for us in discussing the finiteness of the vacuum
expectation value of the Maldacena-Wilson loop operator. There, we also need that
any two points x1 and x2 of the curve are space-like. For a curve with space-like
tangent vectors this is automatically satisfied locally, but it need not be satisfied
globally as the following example shows: The curve parametrized by

x(τ) :=
(
cos τ

2
,
(
2 + sin τ

2

)
cos τ,

(
2 + sin τ

2

)
sin τ, 0

)
has everywhere space-like tangent vectors but the points x(0) and x(2π) are time-like
separated.

In this thesis, we consider curves described by the following definition:

Definition C.6. We call a parametrized curve space-like if it is regular with ev-
erywhere space-like tangent vectors and if the Minkowski distance between any two
distinct points is space-like.

Note that any space-like closed curve is also simply closed. For these curves, lemma
C.1 shows that there exists a parametrization by arc-length.

83



Appendix C. Curves

C.2 Proof of Reparametrization Invariance

We show that ∫
dτ ẋµ(τ)

ẋ(τ)2ẍ(τ)2 − (ẋ(τ) · ẍ(τ))2

ẋ(τ)6

is a reparametrization invariant curve integral. Consider a reparametrization

τ̃ : [ã, b̃]→ [a, b]

and denote by x : [a, b]→ Rd the old parametrization and by x̃ := x ◦ τ̃ : [ã, b̃]→ Rd the
new parametrization of C. We have

∂sx
µ(τ̃(s)) = ẋµ(τ̃(s))τ̃ ′(s)⇒ ∂2

sx
µ(τ̃(s)) = ẍµ(τ̃(s))τ̃ ′(s)2 + ẋµ(τ̃(s))τ̃ ′′(s) . (C.2)

By substitution we have:

b∫
a

dτ ẋµ(τ)
ẋ2(τ)ẍ2(τ)− (ẋ(τ) · ẍ(τ))2

|ẋ(τ)|6
=

=

b̃∫
ã

ds

τ̃ ′(s)
ẋµ(τ̃(s))

ẋ2(τ̃(s))ẍ2(τ̃(s))− (ẋ(τ̃(s)) · ẍ(τ̃(s)))2

|ẋ(τ̃(s))|6
.

On the other hand, we can use (C.2) to rewrite

˙̃x2(s)¨̃x2(s)− ( ˙̃x(s) · ¨̃x(s))2 =

= ẋ2(τ̃(s))τ̃ ′(s)2
(
ẍ(τ̃(s))τ̃ ′(s)2 + ẋ(τ̃(s))τ̃ ′′(s)

)2
−
[
ẋ(τ̃(s))τ̃ ′(s) ·

(
ẍ(τ̃(s))τ̃ ′(s)2 + ẋ(τ̃(s))τ̃ ′′(s)

)]
= ẋ2(τ̃(s))ẍ2(τ̃(s))τ̃ ′(s)6 + 2ẋ2(τ̃(s))ẋ(τ̃(s)) · ẍ(τ̃(s))τ̃ ′(s)4τ̃ ′′(s) + ẋ4(τ̃(s))τ̃ ′(s)2τ̃ ′′(s)2

− (ẋ(τ̃(s))ẍ(τ̃(s)))2τ̃ ′(s)6 − 2ẋ2(τ̃(s))ẋ(τ̃(s)) · ẍ(τ̃(s))τ̃ ′(s)4τ̃ ′′(s)− ẋ4(τ̃(s))τ̃ ′(s)2τ̃ ′′(s)2

=
(
ẋ2(τ̃(s))ẍ2(τ̃(s))− (ẋ(τ̃(s))ẍ(τ̃(s)))2

)
τ̃ ′(s)6 .

Thus

b̃∫
ã

ds ˙̃xµ(s)
˙̃x2(s)¨̃x2(s)− ( ˙̃x(s) · ¨̃x(s))2

| ˙̃x(s)|6
=

=

b̃∫
ã

ds

τ̃ ′(s)
ẋµ(τ̃(s))

(ẋ2(τ̃(s))ẍ2(τ̃(s))− (ẋ(τ̃(s)) · ẍ(τ̃(s)))2)τ̃ ′(s)6

|ẋ(τ̃(s))|6 τ̃ ′(s)6

proving reparametrization invariance.
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Appendix D

Proof that the Maldacena-Wilson
Loop is Locally 1/2 BPS

In this appendix, we will prove that it is always possible to find 8 linearly independent
left-handed Weyl-spinors ε, such that the action of the supersymmetry variation δε on
W (C) vanishes locally. We have already argued in chapter 5.2, that for this to hold
true we need to find 8 linearly independent left-handed Weyl spinors which satisfy the
condition

A(τ) ε = 0 , A(τ) := Γµẋ
µ(τ) + ΓI+3|ẋ(τ)|nI . (D.1)

Whether or not we can also enforce the Majorana condition, depends on the sign of
ẋ2. There exist non-trivial solutions to the condition (D.1) as A(τ) squares to zero.
From this we infer that

rank
(
Γµẋ

µ(τ) + ΓI+3|ẋ(τ)|nI
)
≤ 16 .

To see this, consider a basis {vi} of C32 in which the first n basis vectors form a basis
of the kernel of A(τ). As A squares to zero, we know that

Avi ∈ ker (A(τ)) ∀i > n .

Furthermore, the set of {Avi , i > n} is linearly independent, otherwise there would be
a linear combination of the {vi , i > n}, which would be mapped to zero, thus leading
to a contradiction to our assumption on the form of the basis {vi} . Hence we conclude
that the kernel of A must at least have dimension 16. Thus there are at least sixteen
linearly independent vectors in C32, which are mapped to zero by A. To discuss the
compatibility of (D.1) with the Majorana-Weyl condition, it is much nicer to consider
the matrix

B(τ) := Γ0A(τ) .

As Γ0 is invertible, the condition B(τ) ε(τ) = 0 is clearly equivalent to (5.10). The
matrix B(τ) is hermitian and commutes with Γ11, such that {B(τ), PL, PR} forms a set
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Appendix D. Proof that the Maldacena-Wilson Loop is Locally 1/2 BPS

of hermitian operators, which commute with each other. These operators can hence
be diagonalized simultaneously. Furthermore, although B(τ) does not square to zero,
we still have rank(B(τ)) ≤ 16. The projection operators PL and PR have the special
property that their eigenspaces to the eigenvalue 1 are disjoint and span the whole
space,

C32 = Eig(PL, 1)⊕ Eig(PR, 1) .

As B(τ) commutes with PL and PR, we may consider the subspaces

V1 :=
{
v ∈ PL

(
C32
)
|B(τ)v = 0

}
, V2 :=

{
v ∈ PR

(
C32
)
|B(τ)v = 0

}
.

It is not clear on general grounds how the (at least) sixteen dimensions of Eig(B(τ), 0)

are distributed among these two. However, considering the matrix B(τ) explicitly in
the notation of chapter 2.33,

B =


ẋµ δ

A
B σ

0
αγ̇σ

µ γ̇β 0 0 −|ẋ|nIΣI AB σ0
αβ̇

0 ẋµ δ
A
B σ

0 α̇γ σµ
γβ̇

|ẋ|ΣI AB σ0 α̇β 0

0 −|ẋ|nIΣ
I AB

σ0
αβ̇

ẋµ δ
B
A σ

0
αγ̇ σ

µ γ̇β 0

|ẋ|nIΣ
I AB

σ0 α̇β 0 0 ẋµ δ
B
A σ

0 α̇γ σµ
γβ̇

 ,

we find that the restrictions of B(τ) to the spaces Eig(PL, 1) and Eig(PR, 1) are similar.
Let us be more precise. Consider the restriction of B(τ) to the space Eig(PR, 1) and
the transformation

S =

(
δAB εαβ 0

0 −δAB εαβ

)
.

We then have, using σµ = −εσµε and ε2 = −1,

S B|Eig(PR,1) S
−1 =

(
δAB ε 0

0 −δAB ε

)(
ẋµ δ

A
Bσ

µ |ẋ|ΣI AB

−|ẋ|nIΣ
I AB

ẋµ δ
B
Aσ

µ

)(
−δAB ε 0

0 δAB ε

)

=

(
ẋµ δ

A
Bσ

µ −|ẋ|ΣI AB

|ẋ|nIΣ
I AB

ẋµ δ
B
Aσ

µ

)
=̂B|Eig(PL,1) .

The last equality is of course only meant to hold upon a proper identification of the
two subspaces on which the respective matrices act. Note also that the spinor indices
are handled somewhat sloppily in the above calculation. Recall that the different
indices label, in which representation of SL(2,C) and SU(4) the respective vector
transforms. This is however not our concern here, as we are merely discussing an
eigenvalue problem in a fixed frame. We conclude that the dimensions of the kernels
of the restrictions of B(τ) to the respective subspaces are equal and thence V1 has
complex dimension ≥ 8.

We will now show, that V1 contains an 8-dimensional real subspace of left-handed
Majorana-Weyl spinors, if ẋ is time-like or light-like. To show this, it will be crucial,

86



that B(τ) is compatible with the Majorana condition in the following sense1:

CB∗ = C Γ∗0
(
Γµẋ

µ(τ) + ΓI+3|ẋ(τ)|nI
)∗

= Γ0

(
Γµẋ

µ(τ) + ΓI+3|ẋ(τ)|nI
)
C = BC . (D.2)

Here, we used that |ẋ| is real which only holds if ẋ is time-like or light-like. We thus
have the following implications:

• If Ψ ∈ C32 satisfies the Majorana condition, then so does B(τ)Ψ:

C(BΨ)∗ = CB∗Ψ∗ = BCΨ∗ = BΨ .

• If Ψ ∈ C32 is mapped to zero by B(τ), then so is Ψ(c):

BΨ(c) = BCΨ∗ = CB∗Ψ∗ = C (BΨ)
∗

= 0 .

In the following, we will use the inner product (Ψ,Φ) := Ψ†Φ. While this does not
give rise to a Lorentz-scalar, it still gives a decent inner product on C32.

We now assume that the maximal number of linearly independent left-handed
Majorana-Weyl spinors which are mapped to zero by B(τ) was n ≤ 7. Without
loss of generality, we choose one of these maximal sets, {Ψ1 , . . . , Ψn}, which satisfies
(Ψi,Ψj) = δij. As the space of left-handed Weyl-spinors satisfying BΨ = 0 has complex
dimension eight, we conclude that there must be Weyl-spinors in V1, which cannot
be written as a complex linear combination of the Ψi. Hence there exists a Ψ, which
satisfies

Ψ ∈ V1 , (Ψ,Ψi) = 0 ∀i = 1, . . . , n .

It follows that also Ψ(c) satisfies these conditions:

0 = (Ψ,Ψi) = (Ψ, CΨ∗i ) =
(
C†Ψ,Ψ∗i

)
⇒ 0 =

(
C†Ψ,Ψ∗i

)∗
=
(
CTΨ∗,Ψi

)
=
(
Ψ(c),Ψi

)
.

Here, we used that the charge conjugation matrix is hermitian and has only real
entries, which can easily be checked from the explicit form given in (2.34). We can
then conclude that Ψ + Ψ(c) satisfies the following properties:(

Ψ + Ψ(c)
)(c)

= Ψ + Ψ(c) , B(τ)
(
Ψ + Ψ(c)

)
= 0

(
Ψ + Ψ(c),Ψi

)
= 0 .

As the {Ψi} were maximal, Ψ + Ψ(c) must be a linear combination of them. However,
as it is orthogonal to all of them, we must have Ψ + Ψ(c) = 0. Then, consider ε := iΨ.
By construction, this has to satisfy

ε(c) = ε , B(τ)ε = 0 , ε 6= 0 , (ε,Ψi) = 0 .

This is a contradiction to the assumption that {Ψi} is maximal. Thus we conclude
that there are at least eight linearly independent left-handed Majorana-Weyl spinors
which are annihilated by B(τ).

1To shorten our notation, we denote the charge conjugation matrix C1,9 introduced in chapter
2.3 simply by C.
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Note that in proving the compatibility with the Majorana condition, it was crucial
to assume that ẋ is not space-like. Indeed, the study of an example vector shows that
it is impossible to find a Majorana spinor satisfying B(τ)ε = 0, if ẋ is space-like. By
performing Lorentz transformations in the ten-dimensional Minkowski space, we are
able to transfer the solution for the example vector to any vector of this type. The
spinors which solve (D.1) are then rotated accordingly in the spinor space. As the
Majorana condition is Lorentz invariant, we conclude that it is also impossible to
choose a Majorana spinor among the solutions of (D.1) for other space-like vectors ẋ.
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